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ANNAMALAI             UNIVERSITY

402 - M.Sc. Statistics
Programme Structure and Scheme of Examination (under CBCS)

(Applicable to the candidates admitted in Affiliated Colleges for the academic year 2022 -2023 ONLY)
	Course Code
	Study Components & Course Title
	Hours/Week
	Credit
	Maximum Marks

	
	
	
	
	CIA
	ESE
	Total

	
	SEMESTER – I
	
	
	
	
	

	22PSTAC11
	Core Course-I :  Matrices and Linear Algebra
	6
	4
	25
	75
	100

	22PSTAC12
	Core Course-II : Measure and Probability Theory
	6
	4
	25
	75
	100

	22PSTAC13
	Core Course-III : Sampling Theory
	5
	4
	25
	75
	100

	22PSTAP14
	Core Practical-I : Statistics Practical-I
	6
	3
	40
	60
	100

	22PSTAE15
	Core Elective – I
	4
	4
	25
	75
	100

	22PSTAO16
	Open Elective – I
	3
	3
	25
	75
	100

	
	Total
	30
	22
	
	
	600

	
	SEMESTER – II
	
	
	
	
	

	22PSTAC21
	Core Course-IV : Distribution Theory
	6
	4
	25
	75
	100

	22PSTAC22
	Core Course-V : Estimation Theory
	6
	4
	25
	75
	100

	22PSTAC23
	Core Course-VI : Statistical Quality Control and Reliability
	6
	4
	25
	75
	100

	22PSTAP24
	Core Practical-II : Statistics Practical-II
	6
	3
	40
	60
	100

	22PSTAE25
	Core Elective – II 
	4
	4
	25
	75
	100

	22PHUMR27
	Compulsory Course: Human Rights
	2
	2
	25
	75
	100

	
	Total
	30
	21
	
	
	600

	
	SEMESTER – III
	
	
	
	
	

	22PSTAC31
	Core Course-VII: Testing of Statistical Hypotheses
	6
	4
	25
	75
	100

	22PSTAC32
	Core Course -VIII: Multivariate Statistical Analysis
	6
	4
	25
	75
	100

	22PSTAC33
	Core Course -XI : Research Methodology
	5
	4
	25
	75
	100

	22PSTAP34
	Core Practical -III : Statistics Practical-III
	6
	4
	40
	60
	100

	22PSTAE35
	Core Elective -III
	4
	4
	25
	75
	100

	22PSTAO36
	Open Elective – II
	3
	3
	25
	75
	100

	
	MOOC Courses
	
	
	
	
	

	
	Total
	30
	23
	
	
	600

	
	SEMESTER – IV
	
	
	
	
	

	22PSTAC41
	Core Course - X: Design and Analysis of Experiments 
	4
	4
	25
	75
	100

	22PSTAC42
	Core Course - XI: Stochastic Processes
	4
	4
	25
	75
	100

	22PSTAP43
	Core Practical - IV: Statistics Practical-IV
	6
	3
	40
	60
	100

	22PSTAP44
	Core Practical -V: Statistics Practical-V
	6
	3
	40
	60
	100

	22PSTAE45
	Core Elective - IV
	4
	4
	25
	75
	100

	22PSTAD46
	Core Project - Project
	6
	6
	25
	75
	100

	
	Total
	30
	24
	
	
	600

	
	Grand Total
	120
	90
	
	
	2400


List of Core Electives (Choose any one out of three given in each Semester)

	Semester
	Course Code
	Course Title
	H/W
	C
	CIA
	ESE
	Total

	I
	22PSTAE15-1
	Operations Research
	4
	4
	25
	75
	100

	
	22PSTAE15-2
	Official Statistics
	4
	4
	25
	75
	100

	
	22PSTAE15-3
	Python Programming
	4
	4
	25
	75
	100

	II
	22PSTAE25-1
	Programming in C++ with Application
	4
	4
	25
	75
	100

	
	22PSTAE25-2
	Data Mining
	4
	4
	25
	75
	100

	
	22PSTAE25-3
	Demography
	4
	4
	25
	75
	100

	III
	22PSTAE35-1
	Applied Regression Analysis
	4
	4
	25
	75
	100

	
	22PSTAE35-2
	Econometrics
	4
	4
	25
	75
	100

	
	22PSTAE35-3
	Categorical Data Analysis
	4
	4
	25
	75
	100

	IV
	22PSTAE45-1
	Time Series Analysis
	4
	4
	25
	75
	100

	
	22PSTAE45-2
	Bio Statistics and Survival Analysis
	4
	4
	25
	75
	100

	
	22PSTAE45-3
	Actuarial Statistics
	4
	4
	25
	75
	100


List of Open Electives (Choose any one out of three given in each Semester)

	Semester
	Course Code
	Course Title
	H/W
	C
	CIA
	ESE
	Total

	I
	22PSTAO16-1
	Statistical Methods
	3
	3
	25
	75
	100

	
	22PSTAO16-2
	Descriptive Statistics
	3
	3
	25
	75
	100

	
	22PSTAO16-3
	Basic Bio Statistics
	3
	3
	25
	75
	100

	III
	22PSTAO36-1
	Operations Research
	3
	3
	25
	75
	100

	
	22PSTAO36-2
	Applied Statistics
	3
	3
	25
	75
	100

	
	22PSTAO36-3
	Indian Official and Applied Statistics
	3
	3
	25
	75
	100


Credit Distribution

	Study Components
	Papers
	Credits
	Total Credits
	Marks per paper
	Total Marks

	Core Course
	10
	1
	4
	5
	45
	100
	1100

	Core Practical
	5
	3
	15
	100
	500

	Core Electives
	4
	4
	16
	100
	400

	Open Electives
	2
	3
	6
	100
	200

	Project
	1
	6
	6
	100
	100

	Common Compulsory Paper
	1
	2
	2
	100
	100

	
	24
	
	90
	
	2400


	SEMESTER: I

CORE - I
	22PSTAC11: MATRICES AND LINEAR ALGEBRA
	CREDIT: 4

HOURS: 6/W


COURSE OBJECTIVES

	1) To enrich the skills of students for learning the concepts, methods of matrices and linear algebra.

	2) To learn some advanced concept of linear transformations of vector spaces.

	3) To learn eigenvalues and eigenvectors and the Characteristic equation of a matrix.


UNIT I: MATRIX ALGEBRA AND DETERMINANTS

          

Hours: 16
Definition and operations on matrices - Symmetric, Hermitian and Triangular matrices. Powers and trace of a square matrix. Determinants-Permutation and Inversion, Co-factor and minor , Properties and Evaluation of Determinants.

[Contents and treatments as in chapters 1, 2 and 3 of text book-1]

UNIT II: RANK AND EQUIVALENCE OF MATRICES


          Hours: 16

Rank of a Matrix, Elementary transformations of a matrix, Invariance of a rank through elementary transformations, Theorems on elementary transformations, Reduction to normal form, Elementary matrices, The rank of a product, A convenient method for computing the inverse of a non-singular matrix by elementary row transformations, Equivalence matrices.


[Contents and treatments as in chapters 3 and 4 of text book-1].

UNIT III: VECTOR SPACE AND SYSTEM OF LINEAR EQUATIONS           Hours: 16

Introduction, Ordered set of numbers, Vector space, Linear dependent and Linearly Independent set of vectors, Sub spaces of an n-vector space Vn, Invariant character of the number of vectors in a basis, Row and column spaces of a matrix, Equality of row rank and column rank, Ranks of symmetric matrices. Linear transformation of a vector- System of linear homogeneous equations, Null space and Nullity of a matrix, Sylvester’s law of nullity, Range of a matrix, System of homogeneous equations.

[Contents and treatments as in chapters 5 and 6 of text book-1].

UNIT IV: QUADRATIC FORMS AND CONGRUENCE OF MATRICES           Hours: 16

Quadratic forms, Quadratic form a product of matrices, Linear transformations, The set of Quadratic forms over F, Congruence of quadratic forms and matrices, Congruent transformations of a symmetric matrices, Elementary congruent matrices, Congruent reduction of a symmetric matrices , Congruence of skew-symmetric matrices.

[Contents and treatments as in chapters 7 and 8 of text book-1].

UNIT V: CHARACTERISTIC ROOTS AND CHARACTERISTIC VECTORS OF A MATRIX

          








Hours: 16

Characteristic roots and characteristic vectors of a square matrix, Some fundamental theorems, Nature of the characteristic roots of some special types of matrices, Relation between algebraic and geometric multiplicities of a characteristic root, Mutual relationship between characteristic vectors corresponding to different characteristic roots, The construction of orthogonal matrices, Construction of unitary matrices.

[Contents and treatments as in chapter 11of text book-1].

COURSE OUTCOMES

At the end of the course, the students will be able to:
4) Solving problems in matrices and quadratic forms.

5) Understand various matrix transformations.

6) Understand the concepts of vector space.

7) Solving problems in quadratic forms.

8) Obtain nature of the characteristic roots and orthogonal matrix.

Text Books

9) Shanti Narayan. (2018). A Text Book of Matrices, Sultan Chand & Co, New Delhi.

10) Datta, K.B. (2000). Matrix and Linear Algebra. Prentice-Hall of India Pvt. Ltd., New Delhi.
Supplementary Readings

11) Herstein, I.N., & David J. Winter. (1988). Matrix Theory and Linear Algebra.  Macmillan, London.

12) Hohn, F.E. (1973). Elementary Matrix Algebra. Macmillan, London.

13) Horn, R.A., & Johnson, C.R. (1985). Matrix Analysis. Cambridge University Press,   London.

14) Johnson, L.W., & R.D. Riess. (1981). Introduction to Linear Algebra. Addison-Wesley. Reading (Mass).

OUTCOME MAPPING

	
	PO1
	PO2
	PO3
	PO4
	PO5

	CO1
	3
	3
	3
	2
	3

	CO2
	3
	2
	3
	2
	3

	CO3
	3
	3
	3
	2
	3

	CO4
	3
	2
	3
	3
	3

	CO5
	2
	2
	3
	2
	3

	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: I

CORE -II
	22PSTAC12: MEASURE AND PROBABILITY THEORY
	CREDIT: 4

HOURS: 6/W


COURSE OBJECTIVES

To introduce students to measure theory in a rigorous way and explore some applications to probability theory.
UNIT I: 








Hours: 16
Limit Superior, Limit inferior and limit of a sequence of sets - Field and Sigma fields, Borel field, Monotone class. Functions and inverse functions- Countable and Finitely Additive Set Function - Measurable space - Measure space - Measure, Properties of Measure.  Lebesgue – Steiltjes measure – Lebesgue measure. Measurable function, Simple function. Concept of almost everywhere. Approximation theorem (statement only).

UNIT II: 








Hours: 16

Measure Integral – Properties – Monotone convergence theorem – Fatou’s lemma – Dominated convergence theorem (statement only) – Absolute continuity of two measures. Product sets and Fubini’s theorem (statement only).

UNIT III:







          
Hours: 16
Random Variables – Limit of Random Variables - Probability Space – Definition – Properties – Discrete, General and Induced Probability Spaces - Distribution Functions – Decomposition of Distribution Functions – Distribution Functions of Vector of Random Variables – Correspondence Theorem - Expectation and Moments – Properties – Inequalities.

UNIT IV:







          Hours: 16
Convergence of random variables – Convergence in Probability, Almost surely, Distribution, rth Mean – Convergence Theorem for Expectations – Characteristic function – Definition and Properties - Inversion formula Characteristic Function and Moments -  Convergence of Distribution Functions – Weak Convergence.

UNIT V:







          Hours: 16
Independence – Properties – Zero-One Laws – Law of Large Numbers - Kolmogorov’s Strong Law of Large Numbers, Central Limit Theorems – De Moivre’s - Lindeberg-Levy and  Liapounov’s Central Limit Theorems.

COURSE OUTCOMES

At the end of the course, the students will be able to:
	15) Understand the various types of measures.

	16) Study the theorems relating to measures.

	17) Apply the concepts of random variables.

	18) Have depth knowledge in Convergence of random variables.

	19) Utilize the law of large numbers in research studies.


Text Books

	20) Bhat, B.R. (2019). Modern Probability Theory (Revised 4th ed.). New Age International Publisher, New Delhi.

21) Burill, C.W (1972). Measure, Integration and Probability, McGraw Hill, New York. 


Supplementary Readings

	22) Ash, R.B.(1972). Real Analysis and Probability. Academic Press, New York.

23) Billingsley, P.(2012).Probability and Measure(3rd  ed.). Wiley, New York.

24) Feller, W.(2008). An Introduction to Probability Theory and Its Applications. Vol.I, (3rd ed.).  Wiley, New York.

25) Loe’ve, M. (1955). Probability Theory. D. Van Nostrand, London.

26) Munroe, M.E. (1965). Measure and Integration. Addison & Wesley, New York.

27) Tucker, H.G. (1967). A Graduate Course in Probability. Academic Press, New York.


OUTCOME MAPPING

	
	PO1
	PO2
	PO3
	PO4
	PO5

	CO1
	3
	3
	3
	3
	3

	CO2
	3
	3
	3
	2
	2

	CO3
	3
	3
	2
	3
	3

	CO4
	3
	3
	3
	3
	3

	CO5
	2
	3
	3
	3
	2

	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: I

CORE - III
	22PSTAC13: SAMPLING THEORY
	CREDIT: 4

HOURS : 5/W


COURSE OBJECTIVES

To enrich the skills of students to get more specialization in various sampling procedures and for adopting the appropriate sampling technique in real life application and survey.

UNIT I: BASICS AND SIMPLE RANDOM SAMPLING (SRS)
          
         Hours: 16

Introduction – Concepts and Definitions – Parameter and Statistic – Census Versus Sampling – Principles – Principal Steps – Sample Design – Types – Errors-Sampling and Non Sampling Errors- Simple Random Sampling-Procedures of Selecting a Random Sample-Estimation of Population Parameters-Estimation of Population Proportion-Combination of Unbiased Estimators-Confidence Limits-Estimation of Sample Size.

[Contents and Treatments as in Chapters 1 and 2 of text book-1]

UNIT II: STRATIFIED RANDOM SAMPLING 


                      Hours: 16

Introduction – Notations – Principles and Advantages of Stratification-Estimator of Population Mean and Variance – Estimate of Variance-Allocation of Sample in Different Strata – Comparison under Different Allocations – Estimation of Gain in Precision due to Stratification – Determination of Optimum Number of Strata – Method of Collapsed Strata-Post Stratification- Deep Stratification - Controlled selection.

[Contents and Treatments as in Chapter 3 of text book-1]
UNIT III: SYSTEMATIC RANDOM SAMPLING

                      Hours: 16

Sample Selection Procedures - Advantages and Disadvantages -Estimation of Mean and its Sampling Variance – Comparison with SRS and Stratified Sampling – Estimation of Variance-Interpenetrating Systematic Sampling - Linear and Circular Systematic Sampling – Two Dimensional Systematic Sampling.

[Contents and Treatments as in Chapter 4 of text book-1]

UNIT IV: VARYING PROBABILITY SAMPLING 

                      Hours: 16


Introduction-Procedures of Selecting a Sample-Estimation in Probability Proportional to Size(PPs) Sampling with Replacement- Gain Due to PPs Sampling with Replacement- Procedures of Selection of a PPs Sample without Replacement-Ordered Estimators -Des Raj’s Ordered Estimator- Unordered Estimators- Horvitz-Thompson Estimator-Murthy’s Unordered Estimator.

[Contents and Treatments as in Chapter 5 of text book-1]
UNIT V: CLUSTER AND TWO-STAGE SAMPLING

                      Hours: 16

Cluster Sampling – Introduction – Equal Clusters – Estimator of Population Mean and Variance – Relative Efficiency of Cluster Sampling-Optimum Cluster Size-Cluster Sampling for Proportions-Relative Efficiency of Unequal Cluster Sampling-Varying Probability Cluster Sampling-Two Stage Sampling – Advantages – Equal First Stage Units – Unequal First Stage Units – Estimator.

[Contents and Treatments as in Chapters 8and 9 of text book-1]
COURSE OUTCOMES

At the end of the course, the students will be able to:
28) Gain the knowledge on applications of various sampling techniques applied to sample surveys.

29) Learn the concept of stratified random sampling and its associated results.

30) Apply Linear and circular systematic sampling methods in real life data

31) Understand different probability sampling schemes, ordered and unordered estimator.

32) Understand cluster and two stage sampling with its advantages in various fields.

Text Books

33) Daroga Singh & Chaudhary, F.S. (1986). Theory and Analysis of sample survey design. New Age International Publishers, New Delhi. 
Supplementary Readings

34) Agarwal, N.P& Sonia Agarwal. (2006). Sampling methods and Hypothesis testing. RBSA Publishers.
35) Archana Bansal. (2017). Survey Sampling (3rd ed.). Narosa Publishing House Pvt. Ltd., New Delhi.

36) Cochran, W. (1984). Sampling Techniques. Wily Eastern, New York.

37) Desraj & Promod Chandhok. (1998). Sample survey theory. Narosa Publishing House Pvt. Ltd. New Delhi.

38) Murthy, M.N. (1977). Sampling Theory and Methods. Statistical Publishing Society, Kolkatta.

39) Parimal Mukhopadhyay. (1998). Theory and Methods of survey sampling. Prentice Hall of India Pvt. Ltd. 

40) Sampath, S. (2005). Sampling theory and Methods. Narosa Publishing House Pvt. Ltd. New Delhi.

OUTCOME MAPPING

	
	PO1
	PO2
	PO3
	PO4
	PO5

	CO1
	3
	3
	3
	3
	2

	CO2
	2
	3
	3
	3
	3

	CO3
	3
	3
	3
	3
	3

	CO4
	3
	2
	3
	2
	3

	CO5
	3
	3
	2
	3
	3

	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: I
CORE PRACTICAL-I
	22PSTAP14: STATISTICS PRACTICAL-I

(USING SPSS)
	CREDIT: 3

HOURS : 6/W


COURSE OBJECTIVES 
To Gain the knowledge of basic statistical computation using SPSS.

PRACTICAL SCHEDULE

SPSS

· Descriptive Statistics.

· Correlation and Regression (Simple and Multiple).

· Test for Single mean.

· Test for difference of mean.

· Paired t-Test.

· Chi-Square Test.

· Hotelling’s T-Square Test

· Principal Component Analysis.

· Factor Analysis.

· Discriminant Function.

· Cluster Analysis.

· Completely Randomized Design

· Randomized Block Design

· Latin Square Design

· Kruskal Wallis H-Test

· Wald-Wolfowitz Run Test

· Wilcoxon Signed Rank Test

· Median Test 
COURSE OUTCOMES

At the end of the course, the student will be able to:

41) Familiarize in drawing diagrams and graphs using SPSS.

42) Calculate the various statistical measures.

43) Test the significance of the parameters.

44) Apply ANOVA test for appropriate data.

45) Analyze the data using various multivariate analyses.
OUTCOME MAPPING

	
	PO1
	PO2
	PO3
	PO4
	PO5

	CO1
	3
	3
	3
	3
	3

	CO2
	3
	3
	3
	2
	2

	CO3
	2
	3
	3
	3
	3

	CO4
	2
	3
	2
	3
	3

	CO5
	3
	3
	3
	3
	3

	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: I
CORE ELECTIVE-I
	22PSTAE15-1: OPERATIONS RESEARCH
	CREDIT: 4
HOURS : 4/W


COURSE OBJECTIVES

To build strong theoretical foundation of various optimization techniques in operations research that makes use of statistical concepts abundantly.
Unit I: 
LINEAR PROGRAMMING PROBLEM (LPP)


          Hours: 11
Properties of LPP – formulation of LPP - Simplex method – Two-phase method and Big M Method - Duality in LPP - Dual Simplex method. 

UNIT II: TRANSPORTATION PROBLEM



          Hours: 11
Mathematical formulation, Basic Feasible Solution (BFS) - Loops in a transportation problem and their properties – Methods of BFS and test of optimality - Transportation Algorithm - Degeneracy in transportation problem - Unbalanced transportation problem - Assignment Problem – Introduction and Mathematical Formulation - Hungarian Method - Unbalanced Assignment Problem. 



UNIT III: GAME THEORY





          Hours: 11

Two-person zero-sum games – Maximin - Minimax Criterion - Minimax and Saddle Point Theorem – Dominance Principle - Connection between Game problem and LPP - Solution of (mXn) games - Algebraic method and Matrix method - Iterative method for approximate solution. 

Unit IV: PROJECT MANAGEMENT BY PERT AND CPM

          Hours: 11
Definition of PERT and CPM - Basic steps involved in PERT and CPM techniques - Network diagram representation - Fulkerson’s rule of drawing a network diagram - Determination of critical path, project duration and crashing of project duration – PERT- time estimates and related results, Optimum Project Duration and Minimum Project Cost.

UNIT V: INVENTORY MODELS




           Hours: 11
Structure of Inventory Control Models, Functional Role of Inventory, Factors Involved in Inventory Problem Analysis, General deterministic problem for Single item, Single Item Inventory Control models with and without shortage, Multi Item Inventory Models with Constraints problem.

COURSE OUTCOMES

At the end of the course, the student will be able to:

46) Understand application of Statistical and Mathematical concepts in Operations Research. 
47) Identify suitable method for solving optimization problems.

48) Solve game theory problems in real life situation.
49) Apply project management techniques practically.
50) Solve the economic problems using inventory models.
Text Books

51) Kanti Swarup, Gupta, P.K., & Man Mohan (2007). Operations Research. Sultan Chand & Sons, New Delhi.

Supplementary Readings

52) Hadley,G. (1963). Linear Programming. AddisonWesley.

53) Hillier,F.S.& Lieberman,G.J.(2005). Introduction to Operations(9th ed.) Mc Graw Hill, New York.
54) Kambo, N.S. (1991). Mathematical Programming techniques. Affiliated East-west Press Pvt Ltd.
55) Prem Kumar Gupta & Hira, D.S. (2010).Problems in Operations Research. Sultan Chand & Co. Limited, New Delhi.
56) Rao, S.S. (2004). Engineering Optimization. New Age International (P) Ltd, New Delhi.
57) Sharma, J.K.(2013). Operation Research: Problems and Solutions (5th ed.). Macmillan India, New Delhi.

58) Sharma,S.D.(2010).Operations Research. Kedarnath Ramnath, Meerut.
OUTCOME MAPPING

	
	PO1
	PO2
	PO3
	PO4
	PO5

	CO1
	3
	3
	3
	3
	3

	CO2
	3
	3
	3
	3
	3

	CO3
	3
	3
	2
	3
	3

	CO4
	2
	3
	2
	3
	3

	CO5
	3
	3
	3
	3
	3

	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH3


	SEMESTER: I
CORE ELECTIVE-I
	22PSTAE15-2: OFFICIAL STATISTICS
	CREDIT: 4
HOURS : 4/W


COURSE OBJECTIVES

59) Understand the functioning of government and its policies.

60) Promote human resource development in the official statistics and encourage research and development in theoretical and applied statistics.

61) Execute the data handling tasks in various government records.

UNIT I: STATISTICAL SYSTEM




          Hours: 11

Introduction to National and International Official Statistical Systems – Role & responsibilities, function and activities of Central and State statistical organizations - Organization of large scales sample surveys - Role of National Statistical Office (NSO) - General and special data dissemination systems.

UNIT II:







          Hours: 11

National Statistical Commission – Need, constitution, its role, functions etc., Important Acts for Official Statistics, Population Census – Need - Data Collected – Periodicity – Methods of data collection – dissemination – agencies involved.

UNIT III: AGRICULTURAL AND SOCIAL STATISTICS 
                        Hours: 11

System of collection of Agricultural Statistics - Crop forecasting and estimation -Productivity, fragmentation of holdings - Support prices - Buffer stocks, Sector-wise Statistics – Trade – Industries – Service – Balance of Payment – Inflation – Social Statistics, etc.

UNIT IV: INDEX NUMBERS





           Hours: 11
Index Numbers: Price, Quantity and Value indices. Price Index Numbers: Construction, Uses, Limitations, Tests for index numbers, Chain base Index Number. Consumer Price Index, Wholesale Price Index and Index of Industrial Production – Construction of index numbers and uses. 

UNIT V: NATIONAL INCOME




           Hours: 11

National Income – Methods of estimating National Income - Income, expenditure and production methods. Measurement of income inequality: Gini’s coefficient, Engel curves, Pareto and Lognormal as income distribution. 

COURSE OUTCOMES

At the end of the course, the student will be able to:

62) Understand the key aspects of official statistics

63) Evaluate the methods for data collection, analysis and interpretation of health, social   and economic.

64) Know the legal and ethical constraints on organizations producing official statistics.

65) Understand the methods for presenting and preparing commentaries on official statistics.

66) Overcome the limitations that arises from measurement and processes of statistical production.

Text Books
67) Mukhopadhyay, P.(2011). Applied Statistics, 2nd Edition, Books & Allied Ltd.

68) India Guide to Official Statistics (CSO) 1999.

69) C.S.O (1990) Basic Statistics Relating to Indian Economy.
70) Official Website of Ministry of Statistics & Programme Implementation www.mospi.gov.in

Supplementary Readings

71) Family Welfare Yearbook. Annual Publication of D/o Family Welfare. Guide to Official Statistics (CSO), 1999.

72) Monthly Statistics of Foreign Trade in India, DGCIS, Calcutta and other Govt. Publications.

73) Goon A.M., Gupta, M.K., & Das Gupta, B. (2001), Fundamentals of Statistics, Vol. 2, World Press, India.

74) Pane, V.G.Estimation of Crop Yields (FAO).

75) Principles and accommodation of National Population Censuses, UNESCO.

76) Statistical System in India (CSO) 1995.

RELATED ONLINE CONTENTS

https://www.mospi.gov.in/documents/213904/0/Ch+14+30.8.2001.pdf/d944ae06-bc59-ff09-9502-39d897b2ed0b?t=1599817175203
https://www.mospi.gov.in/national-statistical-commission-nsc
OUTCOME MAPPING

	
	PO1
	PO2
	PO3
	PO4
	PO5

	CO1
	3
	3
	3
	3
	3

	CO2
	3
	3
	3
	2
	3

	CO3
	3
	3
	3
	3
	3

	CO4
	3
	3
	3
	3
	2

	CO5
	3
	3
	3
	3
	2

	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: I
CORE ELECTIVE-I
	22PSTAE15-3: PYTHON PROGRAMMING
	CREDIT: 4
HOURS : 4/W


COURSE OBJECTIVES

To enable the students to learn basic python skills and data structures.
UNIT I: PYTHON BASICS





           Hours:11

Introduction to Python: Features of Python - How to Run Python – Identifiers - Reserved Keywords - Variables - Comments in Python - Indentation in Python - Multi-Line Statements - Multiple Statement Group (Suite) – Quotes in Python - Input, Output and Import Functions - Operators. Data Types and Operations: Numbers-Strings-List-Tuple-Set-Dictionary-Data type conversion.

UNIT II: CONTROL AND FUNCTIONS



           Hours:11

Flow Control: Decision Making-Loops-Nested Loops-Types of Loops. Functions: Function Definition-Function Calling - Function Arguments - Recursive Functions - Function with more than one return value. Data handling and Strings: Reading data - Working with strings – exception handling – NumPy Basics: Arrays and Vectorized Computation.

UNIT III: PACKAGE AND FILE HANDLING



           Hours:11

Import Statement - Packages in Python - Date and Time Modules File Handling: Opening a File - Closing a File - Writing to a File – Reading from a File - File Methods - Renaming a File - Deleting a File - Directories in Python.

Unit IV: DATA ANALYSIS




                         Hours:11

Using Pandas, the python and data analysis library – Series and data frames – Data Aggregation and Group Operations – Merging and joining. Visualization: Visualization with matplotlib – figures and subplots – Plotting Functions in pandas - Labeling and arranging figures – Outputting graphics.

UNIT V: TIME SERIES ANALYSIS



         

  Hours:11

Time Series Analysis: Date and Time Data Types and Tools - Time Series Basics - Periods and Period Arithmetic - ARIMA Forecasts - Time Series Plotting - Simple Linear Regression Models.

COURSE OUTCOMES

At the end of the course, the student will be able to

77) Understand the basics of python and data structures.

78) Apply suitable built-in data structures to solve the problem.
79) Understand various methods in file handling.
80) Understand the use of pandas.
81) Design and program python applications.





Text Books

82) Jake Vander Plas (2016).Python Data Science Handbook: Essential Tools for Working with Data (1st ed.). O’Reilly Media, Inc., USA.
83) Jeeva Jose & Sojan Lal, P. (2016). Introduction to Computing and Problem Solving with Python. Khanna Book Publising Co. (P) Ltd.
84) WesMcKinney (2013). Python for Data Analysis (2nd ed.). O’Reilly Media, Inc., USA.
Supplementary Readings

85) Guttag, J.V. (2016). Introduction to computation and programming using Python. (2nd ed.).  MIT Press.
86) Kamthane, A. N., & Kamthane, A.A. (2017). Programming and Problem Solving with Python. McGraw Hill Education.

87) Kulkarni (2017). Problem Solving and Python Programming (1st ed.). Yes Dee Publishing Pvt Ltd.
88) Liang, Y. D. (2013).  Introduction to Programming using Python. Pearson Education.
89) Taneja, S.& Kumar, N. (2018). Python Programming- A modular Approach. Pearson Education India.  
RELATED ONLINE CONTENTS [MOOC, SWAYAM, NPTEL, WEBSITES ETC.]

90) https://archive.nptel.ac.in/noc/courses/noc22/SEM1/noc22-cs26/
91) https://archive.nptel.ac.in/noc/courses/noc21/SEM1/noc21-cs21/
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	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: I

OPEN ELECTIVE-I
	22PSTAO16-1: STATISTICAL METHODS
	CREDIT: 3

HOURS : 3/W


THE PROPORTION BETWEEN THEORY AND PROBLEMS SHALL BE 20:80 
COURSE OBJECTIVES 

Students can learn advanced contents in statistics with application for business and economics. At the end of the course students will be able to understand, interpret and apply several statistical methods and models commonly used in the analysis of business data.

UNIT I:









 Hours: 8

Partial correlation-Partial correlation coefficient-Partial correlation in case of four variables, Multiple correlation -Multiple regression.  

UNIT II:








 Hours: 8

Theory of probability - probability rules – Baye’s theorem - Probability distribution-Characteristics and application of Binomial, Poisson and Normal distribution. 

UNIT III:








Hours: 8

Sampling- sampling methods- sampling error and standard error- relationship between sample size and standard error. Testing of hypothesis- testing of means and proportions-large and small samples- Z test and‘t’ test. 

UNIT IV:







     
Hours: 8

Chi square distribution- Characteristics and applications- test of goodness of fit and test of independence- Test of Homogeneity of variances. 

UNIT V:








Hours: 8

F test for attributes- testing equality of population variances- Analysis of variance- one way and two way classification. 

Note: The emphasis is only on the application of the methods. The derivations of the formulae are not necessary.
COURSE OUTCOMES

At the end of the course, the students will be able to

92) Know Partial and Multiple correlations. 
93) Know Probability and discrete distributions. 
94) Understand the Sampling technique, Hypothesis, Z-Test and t-test. 
95) Have the awareness about application of Chi- Square distribution. 
96) Know about Analysis of Variance and F-test.
Text Books

97) Gupta, S.P. (2000). Statistical Methods. Sultan Chand & Sons, New Delhi. 

98) Samcheri, D.C & Kapoor, V.K. Business Statistics. Sultan Chand and sons, New Delhi.
Supplementary Readings

99) Richard I Levin & David S. Rubit (2002). Statistics for Management (7th ed.). Pearson Education,  New Delhi.

100) Sharma. K, Business Statistics- Pearson Education.
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	SEMESTER: I

OPEN ELECTIVE-I
	22PSTAO16-2: DESCRIPTIVE STATISTICS
	CREDIT: 3

HOURS: 3/W


NOTE: THE PROPORTION BETWEEN THEORY AND PROBLEMS SHALL BE 20:80
COURSE OBJECTIVES

To enable students to learn basic statistics, function of statistics, elementary probability, random variables, computation of correlation and regression coefficients.

UNIT I:








      
Hours: 8

Origin, scope, functions, limitations, uses and misuses of statistics. Classification and tabulation of data, Diagrammatic and graphic representation of data.

UNIT II: 







     
Hours: 8

Measure of central tendency–Measures of dispersion-relative measures of dispersion-Skewness and Kurtosis-Lorenz’s curve.

UNIT III:








   Hours: 8

Elementary probability space-Statistical probability, axiomatic approach to probability-Finitely additive and countable additive probability functions-Addition and multiplication theorems- Conditional probability-Bayes theorem-Simple problems.

UNIT IV:








 Hours: 8

Random variables- Discrete and continuous random variables-Distribution function and probability density function of a random variable-Expectation of a random variable-Addition and product theorems-Evaluation of standard measures of location, dispersion, Skewness and Kurtosis.

UNIT V:








 Hours: 8

Simple linear correlation and regression-Regression equations- properties of regression coefficient- Spearman’s Rank correlation co-efficient.
Note: The emphasis is only on the application of the methods. The derivations of the formulae are not necessary.

COURSE OUTCOMES

At the end of the course, the students will be able to
	101) Know functions of statistics

	102) Understand the measures of central values and dispersion

	103) Gain the knowledge about concept of probability

	104) Solve the problems in expected values of the random variables

	105) Understand correlation and regression 


Text Books

	106) Gupta, S. C., & Kapoor, V.K.(2014). Fundamentals of Mathematical Statistics (11th ed.).Sultan Chand &Sons, New Delhi.

	107) Gupta, S. P.  (2014). Statistical Methods. Sultan Chand & Sons, New Delhi.


Supplementary Readings

	108) Goon, A.M., Gupta, M.K., & DasGupta, B. (2013). Fundamentals of Statistics, Vol.1, World Press Private Ltd, Calcutta.

	109) Goyal,  J.  K., & Sharma, J.N.(2014). Mathematical  Statistics.  Krishna Prakashan Private Ltd, Meerut.

	110) Rohatgi, V.K.(1988). An Introduction to Probability Theory and Mathematical Statistics. Wiley Eastern(India) Ltd. New Delhi.
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	SEMESTER: I

OPEN ELECTIVE-I
	22PSTAO16-3: BASIC BIO STATISTICS
	CREDIT: 3

HOURS: 3/W


NOTE: THE PROPORTION BETWEEN THEORY AND PROBLEMS SHALL BE 20:80 
COURSE OBJECTIVES

To enable the students of other discipline to understand the basic concepts of Bio Statistics in Biological applications.

UNIT I:








     Hours: 8

Definition, scope, functions and limitations of Statistics – Collection, Classification, tabulation of data, Diagrammatic representation of data – Simple, Multiple and percentage bar diagram, Pie diagram and Graphical representation of data – Histogram, frequency polygon, frequency curve and ogives. Primary and secondary data – Questionnaire method. 

UNIT II:






 
     Hours: 8

Measures of central tendency – Mean, Median and mode and their practical usages. Measures of dispersion: Range, Quartile deviation, Mean deviation, Standard deviation, Variance and coefficient of variation. Measures of skewness – Pearson’s, Bowley’s method. Applications of binomial and normal distributions. Applications to biological studies.

UNIT III:







     Hours: 8

Measure of bivariate data – Simple, Partial and multiple correlation. Scatter diagram, Pearson’s method and rank correlation method. Regression and their equations – Prediction. Basic concept of sampling – Parameter and statistics – Sampling distribution and standard error – Simple random sampling and stratified random sampling. Applications to biological studies.

UNIT IV:







     Hours: 8

Tests of Significance with their important concepts. Tests for large samples - Test for mean, difference of means, proportion and equality of proportions. Small sample tests – Test for mean, difference of means, paired samples, test for correlation and regression coefficients. Applications to biometric experiments.

UNIT V:







     Hours: 8

Chi square test for goodness of fit and independence of attributes. F-test – Analysis of variance, Assumptions, Applications, One way ANOVA and Two way ANOVA. Applications to clinical experiments.

Note: The emphasis is only on the application of the methods. The derivations of the formulae are not necessary.

COURSE OUTCOMES

At the end of the course, the student will be able to:

111) Draw the various diagrams and graphs for statistical data.

112) Calculate the various statistical methods.

113) Calculate the measures for bivariate data.

114) Understand the use of tests of significance.

115) Understand the use of chi square and ANOVA tests.
Text Books

	116) Gupta, S.P. (2011). Statistical Methods. Sultan Chand & Sons, Pvt. Ltd, New Delhi.


Supplementary Readings

	117) Darren George& Paul Mallery. (2011). SPSS for Windows (10th ed.).  Pearson.

	118) Gupta, S.C & Kapoor, V.K. (2011), Fundamentals of Mathematical Statistics, Sultan Chand & Sons, Pvt. Ltd, New Delhi.
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	SEMESTER: II
CORE - IV
	22PSTAC21: DISTRIBUTION THEORY
	CREDIT : 4
HOURS  : 6/W


COURSE OBJECTIVES

	To know the basic ideas of continuous and truncated distributions and to study the concepts of bivariate distribution, non-central t, F and Chi square and Beta distributions, Order statistics and quadratic forms.


Unit I: PROBABILITY DISTRIBUTIONS



          Hours: 16
Detailed Study of Binomial, Poisson, Normal, Exponential, Gamma, Beta and Cauchy distributions (derivations, properties, moments, characteristic function and applications) - Concept of truncated distributions and Compound distribution.

Unit II: BIVARIATE DISTRIBUTION



 
          Hours: 16
Bivariate distribution- Concept of joint, marginal and conditional distribution; Functions of random variables and their distributions- maximum and minimum, sum, difference, product and quotient of random variables; Various techniques of finding distributions of functions of random variables; Distribution functions involving several random variables.

Unit III: NON-CENTRAL PROBABILITY DISTRIBUTIONS

          Hours: 16
Non-Central t, F and Chi square distribution - Properties of these distributions - Sampling distributions of mean, correlation and regression coefficients for normal samples (null case). 

Unit IV: ORDER STATISTICS





          Hours: 16
Cumulative distribution function of a single order statistics, p.d.f of a single order statistics, joint p.d.f of two order statistics, joint p.d.f of kth order statistics, joint p.d.f of all ‘n’ order statistics- Distribution of range, mid range and quantiles. 

Unit V: QUADRATIC FORMS IN NORMAL RANDOM VARIABLES
         Hours: 16

Quadratic forms for normal variables, Distribution of quadratic forms, Conditions for independence of quadratic forms and linear forms- Cochran’s theorem (Without proof).

COURSE OUTCOMES

At the end of the course, the students will be able to:
119) Study the various discrete and continuous distributions.

120) Study the various truncated distributions.

121) Understand the bivariate distributions.

122) Study the distributions of order statistics.

123) Understand the distributions of quadratic forms in normal random variable.

Text Books

	124) Bhuyan, K.C. (2015). Probability Distribution Theory and Statistical Inference. New Central Book Agency, London.

125) Gupta, S.C. & Kapoor, V.K. (2014). Fundamentals of Mathematical Statistics. Sultan Chand & Sons, New Delhi. 

126) Searle, S.R. (2014). Linear Models. Wiley, New York.


Supplementary Readings

	127) Johnson, N.L., Kemp, A.W., &  Kotz, S. (2005). Univariate Discrete Distributions.
 (2nd ed.). Wiley, New York.

128) Johnson, N.L., Kotz, S.,& Balakrishnan, N. (2004). Continuous Univariate Distributions, Vol. I. Wiley , Singapore. 

129) Johnson, N.L., Kotz, S., & Balakrishnan, N. (2014). Continuous Univariate Distributions. Vol. II.Wiley, Singapore.

130) Mood A.M.,  Graybill, F.A., & Boes, D.C. (1974). Introduction to the theory of Statistics (3rd ed.). McGraw Hill Publishing Co. Inc., New York.

131) Parimal Mukhopadhyay. (1996). Mathematical Statistics. New Central Book Agency, Pvt. Ltd.   Calcutta.

132) Rao, C.R. (2009). Linear Statistical Inference and Its Applications (2nd ed.). Wiley, New York.

133) Rohatgi, V.K., & Saleh, A.K., Md. E. (2011). An Introduction to Probability and Statistics. Wiley, New Delhi.
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	SEMESTER: II
CORE -V
	22PSTAC22: ESTIMATION THEORY
	CREDIT: 4
HOURS : 6/W


COURSE OBJECTIVES

To enhance the methods of diagnosis of statistical estimation of parameters.
UNIT I: UNBIASEDNESS AND CONSISTENCY


          Hours: 16

Point Estimation, Highest Concentration Criterion, Minimum MSE Criterion, Unbiased Estimators, Quenoulli’s Method(jackknife technique) of Reducing the Bias in Stages, Consistent Estimator, BAN Estimator and Case of Several Parameters.

[Contents as in Chapter 2 of text book]

Unit II: SUFFICIENCY AND COMPLETENESS


          Hours: 16

Sufficient Statistics, Fisher Information Measure, Neyman-Fisher Factorization Theorem, Minimal Sufficient Statistics, Complete Statistics, Exponential Family of Distributions, Pitman’s Family of Distributions.

[Contents as in Chapter 3 of text book]

Unit III: MINIMUM VARIANCE UNBIASED ESTIMATORS

          Hours: 16

Case of a single parameter, Lower Bounds for Variance of Unbiased Estimators (Cramer-Rao Inequality) UMVUE, Bhattacharya Inequality, Chapman-Robin’s Inequality, Rao-Blackwell theorem, Lehmann- Scheffe Theorem. Use of Sufficient and Complete Statistics.

[Contents as in Chapter 4 of text book]

Unit IV: METHOD OF ESTIMATION




          Hours: 16

Method of moments, method of maximum likelihood, Fisher’s Iteration Technique of MLE, Properties of MLE, Method of Minimum Chi-square and Its Modification, Method of Least Squares. 

[Contents as in Chapter 5 of text book]

Unit V: INTERVAL ESTIMATION




          Hours: 16

A general Method of Constructing Confidence Intervals (CIs), Construction of Shortest Average Width CIs, Construction of CIs in Large Samples, Construction of Most Accurate CIs, Construction of Bayesian CIs..

[Contents as in Chapter 6 of text book]
COURSE OUTCOMES

At the end of the course, the student will be able to:

	134) Study the various criteria of estimators.

	135) Understand the concepts of sufficiency and completeness.

	136) Derive different inequalities.

	137) Understand the various methods of estimation and interval estimation.

	138) Study the Baye’s estimation.


Text Books

139) Rajagopalan, M & Dhanavanthan. P. (2012), Statistical inference, PHI Learning Private Limited, New Delhi.
Supplementary Readings

140) Gibbons, J.D., & Chakraborti, S. (2010). Nonparametric Statistical Inference( 3rded.). Marcel Dekker.

141) Lehman, E.L.,& Casella, G. (1998). Theory of Point Estimation (2nd ed.). Springer - Verlag.
142) Manoj Kumar Srivastava, Abdul Hamid Khan & Namita Srivatsava (2014). Statistical Inference – Theory of Estimation. PHI Learning Private Limited, Delhi.
143) Rao, C.R. (1973).Linear Statistical Inference and Its Applications. (2nded.). Wiley, New York.

144) Santhakumaran, A. (2004). Probability Models and Their Parametric Estimation. K.P.Jam Publication, Chennai.

145) Zack, S. (1981). Parametric Statistical Inference: Basic Theory and Modern Approach. Pergamon Press.

146) Zacks, S. (1971). The Theory of Statistical inference. John Wiley, New York.
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	SEMESTER: II

CORE - VI
	22PSTAC23: STATISTICAL QUALITY CONTROL AND RELIABILITY
	CREDIT: 4

HOURS : 6/W


COURSE OBJECTIVES

To enhance the knowledge of statistical applications in industries.

UNIT I: STATISTICAL QUALITY CONTROL (SQC) AND CONTROL CHARTS    Hours: 16

Meaning and scope of SQC - Causes of Quality variation - Statistical Basis for Control Charts - Choice of Control Limits - Sample size and Sampling Frequency - Rational subgroups – Specification - Tolerance and Warning Limits -  Construction and operations of  X bar, R and σ charts - np, p, c and u Charts.

[Contents as in Chapters 4 and 5 of text book-1]

UNIT II: CUMULATIVE SUM (CUSUM) CONTROL CHARTS

          Hours: 16

CUSUM control chart - Basic Principles and Design of CUSUM charts - Concept of V-mask - One- and Two-Sided Decision Procedures – Moving Average and Geometric Moving Average Control Chart - Sloping Control Charts.

[Contents as in Chapter 7 of text book-1]

UNIT III: ACCEPTANCE SAMPLING PLANS


         

 Hours: 16

Acceptance Sampling Plans - Rectifying Inspection - Sampling Inspection by Attributes, Concept of OC, ASN, ATI, AOQ functions of sampling plans - AQL, LTPD, Producer’s Risk and Consumer’s Risk on OC curve - Operation and Use of Single, Double and Multiple Sampling Plans. 

[Contents as in Chapter 13 of text book-1]

UNIT IV: CONTINUOUS SAMPLING PLANS 


         

 Hours: 16

Sampling Inspection by Variables - known and unknown sigma, Variable sampling plan, merits and demerits of variable sampling plan, derivation of OC curve. Determination of parameters of the plan. Continuous Sampling Plans (CSP) by attributes, CSP-1, CSP -2 and CSP-3. Concept of AOQL in CSPs - Indian Standards ISO 2000 (concepts only).

[Contents as in Chapter 14 of text book-1]

UNIT V: RELIABILITY







     Hours: 16

Concept of Reliability - Components and Systems, Coherent Systems Reliability of Coherent Systems - Life distributions Reliability Function - Hazard rate - Standard Life Time Distribution - Exponential, Weibull, Gamma distributions - Reliability of System with Independent Components - Basic Idea of Maintainability.

[Contents as in relevant Chapter of text book-2]
COURSE OUTCOMES

At the end of the course, the student will be able to:
	147) Draw and obtaining results of various control charts.

	148) Study the Cusum, V-mask and moving average control charts.

	149) Understand the concepts of acceptance sampling plans and their functions.

	150) Apply the various sampling inspections in real life situations.

	151) Understand the various concepts of reliability and their applications.


Text Books

152) Douglas C. Montgomery. (2005). Introduction to Statistical Quality Control 
(3rd ed.). John Wiley & Sons, New York.
153) Duncan A.J. (1959). Quality control and Industrial Management. (Richard D. Irwin Inc.USA).
Supplementary Readings

154) Bain, L., & Engelhardt, M. (1991). Statistical Analysis of Reliability and Life Testing Models. 
Marcel-Dekker, New York, NY, USA.

155) Biswas, S. (1996). Statistics of Quality control, Sampling Inspection and Reliability. New AgeIndia International.

156) Burr, I.W. (1953). Engineering Statistics and Quality Control. McGraw Hill.

157) Leaven worth, R.S. (1964).  Statistical Quality Control. Mc Graw Hill.
158) Mahajan, M. (1998). Statistical Quality Control. Dhanpat Rao & Co, New Delhi.

159) Schilling, E.G. (1982). Advances in acceptance sampling. ASQC Publications, New York.

160) Sinha, S.K. (1979). Reliability and Life-Testing. Wiley Eastern, New Delhi.
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	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: II
CORE PRACTICAL-II
	22PSTAP24: STATISTICS PRACTICAL-II
(CALCULATOR BASED)
	CREDIT: 3
HOURS : 6/W


COURSE OBJECTIVES

To have practical knowledge on application of matrices to linear problems, sampling technique, estimate the parameter and statistical quality control using real life data.
PRACTICAL SCHEDULE

Matrix and Linear Algebra

· Operations on Matrices 

· Evaluation of Determinants 

· Solution of Linear Simultaneous Equations

· Cramer’s Rule 

· Sweep-out Methods  

· Inverse of a Matrix
· Rank of Matrix
· Eigen values and Eigenvectors
Sampling

· Estimation of Sample Mean and Sample Variance under SRSWOR

· Estimation of Sample Mean and Sample Variance under SRSWR

· Estimation of Proportion under SRSWOR.

· Estimation of Population total, Mean and Variances under Systematic Sampling.

· Estimation of Mean, Variances under Stratified Random Sampling.
Estimation

· Unbiased Estimator
· Maximum Likelihood Estimation method
· Method of Least Squares

· Confidence Intervals

STATISTICAL QUALITY CONTROL
Control Chart:
· Average and Range Chart 

· Average and Standard Deviation Chart

· Np Chart

· P Chart

· C Chart

· U Chart

Single Sampling Plan:
· OC, ASN, ATI and AOQ Curves

COURSE OUTCOMES

At the end of the course, the student will be able to:

161) Solving problems in matrix algebra.

162) Find the rank of a matrix.

163) Solve problems of sampling plans.

164) Calculate problems relating to estimation methods.
165) Construct the charts and graphs in SQC.
OUTCOME MAPPING
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	SEMESTER: II
CORE ELECTIVE-II
	22PSTAE25-1: PROGRAMMING IN C++ WITH APPLICATION
	CREDIT: 4
HOURS : 4/W


COURSE OBJECTIVES

This course aims to introducing the language C++ in a   systematic manner to make the students to have knowledge in program writing and developing the software.
UNIT I:
INTRODUCTION TO OOPS AND C++ 

                         Hours:11

Object Oriented System: Difference Between Procedural and Object Oriented Languages, Object Oriented Paradigm, Inheritance, Polymorphism, Abstraction, Encapsulation, Benefits and Application of Oops. Introduction to C++: Character Set, Token, Constants, Variables and Data Types, Enumeration Types, Operators, Expressions, Operator Precedence and Associatively, Input, Output, Conditional Statements, Scope of Variables, Type Conversion.

UNIT II: CONTROL STATEMENTS




          Hours: 11

Conditional expression, Switch statement, loop statements, Breaking control statements; Functions and Program structures; Introduction, definition, Types of functions, Actual and Formal arguments, Default augments, Storage class specifies, Recursive function, Pre-processors, Header files and standard function.

UNIT III: ARRAYS, POINTERS AND FUNCTION


          Hours: 11

Array: Notation, Declaration, Initialization, Processing, Arrays and Functions, Multidimensional arrays.  Pointers: Declaration, Arithmetic; Pointers and Functions, Pointers and Arrays; Strings, Array of Pointers, Pointers to Pointers. Function: Functions - Standard and User-Defined Function, Recursive Function, Passing By Value And Reference, Function Overloading.

UNIT IV: STRUCTURES AND CLASS




          Hours: 11

Structure: Declaration, Initialization, Functions, Array of structures, Arrays within a structure, Nested Structures, Pointers and Structures, Unions and Bit fields, Enumerations. Class: Introduction to Class and Object, Declaring Members and Methods in a class, declaring objects.

UNIT V: OOPS CONCEPTS





          Hours: 11


Functions and objects, Inline Function, Friend Functions and Its Usage, Abstract Class, Function Overriding. Constructor and Destructor- Needs and Its Usage, Types of Constructors, Destructor, Static Data Members and Methods. Inheritance - Need of Inheritance, Types of Inheritance and its implementation.

COURSE OUTCOMES

At the end of the course, the student will be able to:

166) Understand the fundamental concepts of C++ programming.

167) Understand the various statements of C++.

168) Study the arrays and pointers in C++.

169) Familiarize in structures, classes and objects of C ++.

170) Write programs and find results using C++.

Text Books

171) Ravichandran, D. (2003). Programming with C++ (2nd ed.). Tata Mc Graw Hill Publications, Company Ltd.
172) Balagurusamy, E. (2006). Programming with C++ (3rd ed.). Tata Mc Graw Hill Publications, Company Ltd. 

Supplementary Readings

173) Eric Nagler. (1999). Learning C++ (2nd ed.). PWS Publishing Co., Ltd.
174) Robert Lafore. (2002). Object Oriented Programming in C++ (4th ed.). Galgotia Publications Pvt. Ltd. New Delhi.
175) Venugopal, K. R., Rajkumar, B. & Ravi Shankar, T. (1999). Mastering C++. Tata McGraw Hill, New Delhi.
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	SEMESTER: II
CORE ELECTIVE-II
	22PSTAE25-2: DATA MINING
	CREDIT: 4

HOURS : 4/W


COURSE OBJECTIVES

Enable students to gain knowledge about basic concepts of data warehousing and data mining and to understand the various techniques involved in mining the data from the databases.
UNIT I : DATA MINING BASICS



                        Hours: 11

What is Data Mining– Kinds of Data – Kinds of patterns – Technologies used for Data Mining– Major Issues in Data Mining– Data –Data Objects and Attribute types– Data Visualization– Measuring Data Similarity and Dissimilarity–Data Preprocessing– overview– Data Cleaning– Data Integration– Data Reduction– Data Transformation and Data Discretization.

UNIT II : DATA WAREHOUSING AND OLAP



          Hours: 11

Data Warehouse– Basic concepts–Data Warehouse Modeling: Data Cube and OLAP– Data Warehouse Design and Usage– Data Warehouse Implementation– Data Generalization by Attribute–Oriented Induction– Data Cube Technology– Data Cube Computation Methods– Exploring Cube Technology–Multidimensional Data Analysis in cube space.

UNIT III: PATTERNS AND CLASSIFICATION
 


          Hours: 11

Patterns– Basic concepts– Pattern Evaluation Methods–Pattern Mining: Pattern Mining in Multilevel– Multi dimensional space–Constraint–Based Frequent Pattern Mining– Mining High Dimensional Data and Colossal patterns– Mining compressed or Approximate patterns– Pattern Exploration and Application. Classification–Decision tree Induction– Baye’s Classification methods– Rule based Classification– Model Evaluation and selection– Techniques to Improve Classification Accuracy– Other Classification methods.

UNIT IV: CLUSTERING AND OUTLIER DETECTION


          Hours: 11

Cluster Analysis– Partitioning Methods–Hierarchical Methods–Density–Based Methods– Grid–Based Methods – Evaluation of Clustering.– Clustering High – Dimensional Data–Clustering Graph and Network Data – Clustering with Constraints–Web Mining– Spatial Mining. Outlier Detection – Outliers and Outliers Analysis–Outlier Detection Methods–Outlier Approaches–Statistical–Proximity–Based– Clustering–Based– Classification Based – High–Dimensional Data.

UNIT V: DATA MINING ALGORITHMS



          Hours: 11


Hierarchical algorithm – Single Link- MST Single Link -Complete Link - Average Link- Dendrogram - Partitional Algorithm – MST -Squared Error - K-Means - Nearest Neighbor – PAM – BEA – GA - Categorical algorithm-Large Database.

COURSE OUTCOMES

At the end of the course, the student will be able to:

176) Learn the concept of data base technology which has led to the need for data mining and its applications.
177) Examine the types of data to be mined and present a general classification of task to integrate data mining system. 
178) Identify patterns and relationships to predict future trends.
179) Evaluate and select appropriate data mining algorithms and apply, interpret and report the output appropriately. 

180) Understand the concept of web mining.
Text Books

181) Berry, J.A. & Linoff, G.S. (2011). Data Mining Techniques (3rd ed.). Wiley, New York.
182) Chattamvelli, R. (2009). Data mining Methods. Alpha Science International, Oxford.
183) Jiawei Han & Micheline Kamber. (2006). Data Mining Concepts and Techniques. Morgan Kaufman Publishers, Massachusetts.

Supplementary Readings

184) Brieman, L. Friedman, J.H., Olshen, R.A., & Stone, C.J.(1984). Classification and  regression trees, Wadsworth & Brooks, California.
185) Dunham, M.H. (2006). Data mining: Introductory and Advanced Topics. Pearson, New Delhi.
186) Gorunescu, F. (2010). Data mining Concepts, Models and Techniques. Springer, NewYork.
187) Hand, D. Mannila, H. & Smyth, P. (2001). Principles of Data mining. MIT Press, Cambridge.
188) Larose, D.T. (2005).Discovering Knowledge in Data: An Introduction to Data Mining. Wiley, Toronto.
189) Pujari, A.K. (2001). Data Mining Techniques. Universities Press, Hyderabad.
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	SEMESTER: II
CORE ELECTIVE-II
	22PSTAE25-3: DEMOGRAPHY
	CREDIT: 4
HOURS : 4/W


COURSE OBJECTIVES

To enable the students to understand the basic concepts of demographic analysis.
UNIT I : DEMOGRAPHIC DATA




          Hours: 11

Development and scope of demography – Demographic data: sources and current status-Chandrashekar-Deming index-Adjustment of age data –use of Whipple- Myer and UN indices - Population size and growth in India- Trends and differentials in world population – Health Surveys and use of hospital statistics –Population transition theory.
UNIT II : MEASUREMENTS OF MORTALITY



          Hours: 11

Mortality - Basic  measurements  - Crude, specific, standardized death rates -Life table - construction,  use    and interpretation - force of mortality – abridged life tables.
UNIT III: MEASURE OF FERTILITY




          Hours: 11

Fertility -Basic measurements - Gross and Net Reproduction rate - Cohort fertilityanalysis-Fertilitymodels-PopulationregulationprogramsinIndia-Demographictransitiontheory.

UNIT IV: POPULATION MIGRATION




          Hours: 11

Special distribution of population-basic concepts- measurements   and models of migration- concept of international migration – Urban development components of urban and metropolitan growth-Urbanization in developed and developing countries-Stable and quasi populations-Intrinsic growth rate.

UNIT V: COMPONENTS OF POPULATION GROWTH AND CHANGE
Hours: 11

Components of population growth and change – Models of population growth and their filling to population data – Methods of projection- Logistic equation -component method of projection - stable population theory – Decennial population census in India–Nuptiality and its measurements.

COURSE OUTCOMES

190) Understand the concepts and learn the basics of birth, death and other vital statistics.
191) Provide the basic knowledge in measurements of population and obtain the 
192) various measures.
193) Analyse the fertility models and demographic transition theory.
194) Population density and distribution.
195) Use the logistic model to predict and interpret unknown results.
Text Books

196) Gupta, S. C., & Kapoor, V. K. (2016). Fundamentals of Applied Statistics. Sultan Chand & Sons Private Limited, New Delhi.

197) Gun, A.M., Gupta. M.K.,& Das Gupta. B. (2016).Fundamental of Statistics. Vol.2, World Press Private Ltd, Kolkata.

198) Mukhopadhyay, P. (2011).Applied Statistics(2nd ed.). Books and Allied (P) Ltd. India.

Supplementary Readings

199) Benjamin, B. (1975).Demographic Analysis. George Allen and Unwin, London.
200) Cox, D.R.(1978). Demography. Cambridge University Press, Cambridge.
201) Gibbs, J.P.(2012). Urban Research Methods. Literary Licensing.  LLC, White Fish,USA.
202) Keyfliz, N. & Caswell, H.(2006). Applied Mathematical Demography. Springer, New York.
203) Kumar,R. (1986). Technical Demography. Wiley Eastern, New Delhi.
204) Misra, B.D. (1982). An Introduction to the Study of Population. South East Asia Publishers,  Madras.

205) Spiegelman, M.(1969). Introduction to Demographic Analysis. Harvard University Press, Harward. 
206) Wolfenden, H.H. (1954). Population Statistics and their Compilation. University of Chicago Press, Chicago.
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	SEMESTER – II
	22PHUMR27: HUMAN RIGHTS
	CREDIT:2
HOURS:2/W


COURSE OBJECTIVES
207) To understands the conceptual background of Human Rights.

208) To study international and regional norms and institutional mechanisms of Human Rights.

209) To know the international concern for Human Rights.

210) To explores the emerging issues in international human rights.

211) To study the Classification of Human Rights.
UNIT-I: CONCEPTUAL BACKGROUND OF HUMAN RIGHTS 

Meaning, Nature and Scope of Human Rights - Need for the Study of Human Rights - Philosophical and Historical foundations of Human Rights - Classification of Human Rights –Major Theories of Human rights. 

UNIT-II: INTERNATIONAL HUMAN RIGHTS NORMS AND MECHANISMS 

UN Charter - Universal Declaration of Human Rights - International Covenant on Civil and Political Rights - International Covenant on Economic, Social and Cultural Rights - Other Major instruments on Human rights (Conventions on Racial Discrimination. Women and Child Rights. Torture, Apartheid and Refugees) -UN High Commissioner for Human Rights and its Sub-Commissions - Geneva Conventions and Protocols - UN High Commission for Refugees -Humanitarian Interventions of UN 

UNIT-III: REGIONAL HUMAN RIGHTS STANDARDS AND MECHANISMS 

European Convention on the protection of Human Rights - European Commission on Human Rights -American Convention on Human Rights - American Commission and Court of Human Rights - African Charter on Human and People’s Rights -African Commission and African Court for Human Rights- Universal Islamic Declaration of Human rights (198l)

UNIT-IV: ISSUES 

Violence against Women and Children - Refugees & Internally Displaced People’s rights - Racism - Rights of Prisoners, Rights of Prisoners of War - Rights of Disabled, Aged, and Homeless Persons - Cyber Crimes and Human Rights -Euthanasia Debate- Bio-Technology and Human Rights (Human Cloning. Feticide and Medical Termination of Pregnancy, Surrogate Parenthood, Sale of Human Organs. Drugs and Technologies)
UNIT V: EMERGING DIMENSIONS 

Third Generation Human Rights: Right to Water, Food, Health, Clothing, Housing, and Sanitation- Right to Education – Right to Peace and Prosperity - Right to have Clean Environment.
COURSE OUTCOMES

At the end of the course, the student   

212) will have knowledge about the conceptual background of Human Rights.

213) can apprise on International Human Rights norms and mechanisms.

214) can understand the emerging dimensions of Human Rights in international forum.

215) can explain about the Third Generation Human Rights
216) can discusses about Right to Clean Environment.
Text Books

217) M.P. Tandon. Anand. V.K. International Law and Human Rights. Haryana. Allahabad Law house, Allahabad, 2013. 

218) N. Sanajauba. Human Rights in the New Millennium, New Delhi Manas Publications, 2011. 

219) S.K. Kapoor. Human Rights under International Law and Indian Law. Allahabad: Central Law Agency. 2012, 

220) Daniien Kings Lurge & Leena Avonius. Ed. Human Rights in Asia, London. Maemillan Publishers. 2016.  
Supplementary Readings 

221) Todd, Land Man, ed., Human Rights. London. Sage Publications. 2018. 

222) G. Van Bueren, The International Law on the Rights of the child. Dordrecht: Martinus Nijhoff Publishers, 2011. 

223) B.S. Waghmnre. ed. Human Rights. Problems and Prospects. Delhi. Lalinga Publications. 2011. 
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	SEMESTER: III

PART: CORE COURSE-VII
	22PSTAC31: TESTING OF STATISTICAL HYPOTHESES
	CREDIT: 4

HOURS : 6/W


COURSE OBJECTIVES

The object is to acquire knowledge on advancements for making decisions based on statistical hypotheses.

Unit I: TESTS OF HYPOTHESES




          Hours: 16

Tests of Hypotheses – Concepts, Test functions non-randomized and randomized tests, Critical region, two types of errors, level of significance, size and power of the test, Neyman- Pearson Theory and Lemma, Test Functions or Critical Functions, Most Powerful tests when H and K are simple, Uniformly Most Powerful Tests (UMP), Monotone Likelihood Ratio Property. 

[Contents as in Chapter 7 of text book-1]

Unit II: UMP TESTS






          
Hours: 16

UMP Tests - Monotone likelihood ratio property, Generalized Neyman Pearson lemma, Tests for One Parameter Exponential Family of Distributions, Locally Most Powerful Tests. 

[Contents as in Chapters 7 and 8 of text book-1]

Unit III: LIKELIHOOD RATIO METHOD OF TEST CONSTRUCTION

Hours: 16

Likelihood Ratio (LR) Test, Asymptotic Distribution of the LR test Criterion, LR test for testing the mean and variance of the Normal distribution based on K-samples(K≥1),Test Consistency, LR Test when Domain of  Random Variable Depends on Parameter. 

[Contents as in Chapter 9 of text book-1]

Unit IV: NON-PARAMETRIC METHODS



            Hours: 16

Non parametric Estimation- Empirical Distribution Function, U-Statistics. Non parametric Tests: Single sample Problems, Kolmogorov-Smirnov Test, Sign test, Wilcox on Signed Rank test. Two sample problems: Wald-Wolfowitz Run test, Mann- Whitney U-test, Kolmogorov-Smirnov two samples Test. 

[Contents as in Chapter 12 of text book-1]

Unit V: SEQUENTIAL PROCEDURES



          Hours: 16

Sequential Estimation- Sequential Hypothesis Testing- SPRT, Determination of the Constants of B and A for the SPRT, OC and ASN function of the SPRT. Decision intervals under SPRT for Binomial, Poisson and Normal distribution, Problems and Exercises. 

[Contents as in Chapter 13 of text book-1]

COURSE OUTCOMES

At the end of the course, the student will be able to:
224) Understand the various concepts of testing of hypotheses.

225) Study the use of Neyman Pearson lemma and locally most powerful tests.

226) Study the various likelihood ratio tests.

227) Apply the various non parametric methods in practical problems.

228) Understand the sequential methods of hypotheses testing.
Text Books
229) Rajagopalan, M & Dhanavanthan, P. (2012). Statistical Inference. PHI Learning Private Limited, New Delhi.
Supplementary Readings

230) George Casella & Roger Berger, L. (2001). Statistical Inference. Springer Texts in Statistics.

231) Gibbons, J.D., & Chakraborty, S. (2010). Nonparametric Statistical Inference. (3rd ed.). Marcel Dekker.
232) Igor Vajda (1989). Theory of Statistical Inference and Information. Theory and Decision Library B.

233) Lehman, E.L. & Casella, G. (2014). Theory of Point Estimation. Springer Texts in Statistics.
234) Lehman, E.L., & Romano, J.P. (2005). Testing Statistical Hypotheses. (3rd ed.). Springer.

235) Lindsey, J.K., (1996). Parametric Statistical Inference. Oxford Science Publications.

236) Paul Garthwaite, Ian Jolliffe & Byron Jones (2002). Statistical Inference. Oxford science Publications.

237) Rao, C.R. (1973). Linear Statistical Inference and Its Applications.(2nd ed.). Wiley, New York.
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	SEMESTER: III

PART:
CORE COURSE-VIII
	22PSTAC32: MULTIVARIATE STATISTICAL ANALYSIS
	CREDIT: 4
HOURS : 6/W


COURSE OBJECTIVES

To understand the basic concepts of Multivariate analysis for applying more than two-dimension situation and to have practical knowledge on principal components and discriminant analysis.
Unit I: MULTIVARIATE NORMAL DISTRIBUTION AND MLE OF MEAN VECTOR AND COVARIANCE MATRIX     





Hours: 16
Multivariate Normal Distribution, Properties, Singular and Non-singular matrices, Marginal and Conditional Distributions. Estimation of the Mean Vector and the Covariance Matrix in Multivariate Normal Distribution, Maximum Likelihood Estimates of the Mean Vector and the Covariance Matrix, Distribution of the Sample Mean Vector, Inference Concerning the Mean when the Covariance Matrix is Known.

[Contents as in Chapters 2 and 3 of text book]

Unit II: GENERALIZED T2 - STATISTICS



          Hours: 16

Introduction, Derivation of the Generalized T2-Statistic and its Distribution, Uses of T2-Statistic, Confidence Region for the Mean Vector, Two Sample Problem, Problem of Symmetry, Distribution of T2 under Alternative Hypothesis, Optimal Properties of the T2-test. Wishart Distribution (without proof), Characteristic Function, Properties, Marginal Distributions, Linear Transformation, Sum of Wishart Matrices.
[Contents as in Chapters 5 and 7 of text book]

Unit III: CLASSIFICATION OF OBSERVATIONS


          Hours: 16
The Problem of Classification, Standards of Good Classification, Procedure of Classification into One of Two Populations with Known Probability Distributions, Classification into One of Two Known Multivariate Normal Populations, Discriminant Function, Classification into One of Several Populations, Classification into One of Several Multivariate Normal Populations.

[Contents as in Chapter 6 of text book]

Unit IV: PRINCIPAL COMPONENTS




  Hours: 16
Introduction, Definition of Principal Components in the Population, MLE of the Principal Components and their Variances, Computation of the MLE of the Principal Components, Statistical Inference.

[Contents as in Chapter 11 of text book]

Unit V: CANONICAL CORRELATIONS AND CANONICAL VARIABLES    Hours: 16
Introduction, Canonical Correlations and Variables in the Population, Estimation of Canonical Correlations and Variables, Computation.

[Contents as in Chapter 12 of text book]
COURSE OUTCOMES


At the end of the course, the student will be able to:

1. Understand the use of multivariate normal tests. 
2. Apply the multivariate tests using T2 statistics. 
3. Understand the problems of classification of observations. 
4. Apply the principal components in real life problems. 
5. Understand the concepts of canonical correlations and canonical variables.
Text Books
1. Anderson, T.W. (1982).An Introduction to Multivariate Statistical Analysis. (2nded.). Wiley. New  Delhi.

Supplementary Readings
1. Alvin C. Rencher, (1997). Multivariate Statistical Inference and Applications. John Wiley & Sons, and Hall/CRC.

2. Bryan F.J. Manly  (2004). Multivariate Statistical Methods. A Primer, Third Edition. Chapman.

3. Dillon,W.R., &  Goldstein, M. (1984). Multivariate Analysis methods and Applications. Wiley, New York.

4. Johnson. R.A.,& Wichern, D.W. (1996), Applied Multivariate Statistical Analysis, Wiley, New York.

5. Morison. D. F., (1983).Multivariate Statistical methods (2nd ed.). Mc Graw Hill.

6. Richard A. Johnson & Dean W.Wichern. (2007). Applied Multivariate Statistical Analysis. (6thed.). Pearson.

7. Sam Kash Kanchigan. (1991). Multivariate Statistical Analysis (2nd ed.).A Conceptual Springer Nature.

8. Wolfgang Karl Hardle and Leopold Simar (2019). Applied Multivariate Statistical Analysis.  Springer Nature.
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	SEMESTER: III

PART: CORE COURSE-XI
	22PSTAC33: RESEARCH METHODOLOGY
	CREDIT: 4

HOURS : 5/W


COURSE OBJECTIVES

To help students of our programme to prepare manuscripts that will have a high probability of being accepted for publication and of being completely understood when they are published.

UNIT I : DEFINING THE RESEARCH PROBLEM


           Hours:12
Meaning of Research, Objectives of Research, Types of Research, Research Approaches, Significance of Research, Research Methods verses Methodology, Research and Scientific Method, Research Process, Selecting the Problem, Necessity of defining problem, Techniques involved in defining Problem.

Unit II: RESEARCH DESIGN





           Hours:12
Meaning of Research Design, Need for Research Design, Features of a Good Design, Important Concepts relating to Research Design, Different Research Designs, Basic Principles of Experimental Designs, Important Experimental Designs.

Unit III: DATA ANALYSIS





           Hours:12
Tools and Facilities available with Computer Technology, Use of Computer Technology in carrying out Specific Research Functions, use in the selection of the Research Problem, Use in Carrying out Search for the Related Literature, Use in Drawing samples for the Study, Use in Data Collection, Use in Data Analysis, Use in Quantitative Data Analysis.

Unit IV: REVIEW PROCESS





           Hours:12
Rights and Permissions, Submissions of the Manuscripts, The Review Process (How to deal with Editors), The Publishing Process (How to deal with Proofs), Writing Review Paper, Witting Opinion(Book Reviews, Editorials and Letters to the Editor), Writing a Book Chapter or a Book for the Society. 

Unit V: INTERPRETATION AND REPORT WRITING 

          Hours: 12

Meaning and Techniques of Interpretation-Precautions in Interpretation-Significance of Report Witting-Different Steps in Writing Report-Layout of the Research Report-Types of Report-Oral Presentation-Mechanics of Writing a Research Report-Precautions for Writing Research Report.

COURSE OUTCOMES

At the end of the course, the student will be able to:
	1. Know basics of research and its formulation.

2. Understand sampling design, sampling techniques and scaling techniques.
3. Know the various methods of analyzing data.

4. Learn about review process to publish research article.

5. Develop their skill on report writing.


Text Books
1. Kothari C. R., & Gaurav Garg. (2019). Research Methodology Methods and Techniques (4th ed.). New Age International Publishers.

2. Mangal S.K., & Shubhra Mangal.(2013). Research Methodology in Behavioral Sciences. PHI Learning Private Limited.

3. Robert A. Day & Barbara Gastel. How to Write and Publish a Scientific Paper (6th ed.). Cambridge University Press.

Supplementary Readings
1. Das. M. N. and Giri. N. (1979). Design and Analysis of Experiments. Wiley Eastern Ltd.
2. John. W. C. (2009). Research Design, Qualitative, Quantitative and Mixed Methods Approaches. Sage Publication.
3. Kumar. R. (1996). Research Methodology: A Step-by-Step Guide for Beginners. Stage Publication.
4. Zina O‟Leary (2010). The Essential Guide o Doing Your Research Project. Sage Publication.
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	SEMESTER: III

PART: 
CORE PRACTICAL-III
	22PSTAP34: STATISTICS PRACTICAL-III

(CALCULATOR BASED)
	CREDIT: 4
HOURS : 6/W


COURSE OBJECTIVES

1. To understand the various concepts of testing of hypotheses.
2. To familiarize the students in solving problems in multivariate analysis.
PRACTICAL SCHEDULE

Testing of Hypotheses

· Most powerful test Estimation of Power and Size
· Uniformly MP test - Estimation of Power and Size.

Sequential Analysis

· SPRT- OC and ASN Curve using Binomial and Poisson Distribution

Non-Parametric Tests

· U-Test

· Rank Test

· Run Test
· Sign Test
· One Sample Kolmogorov-Smirnov Test.

· Median Test

Multivariate Analysis

· Estimation of Mean Vector and Covariance Matrix.

· Test for the Mean Vector when Covariance Matrix is known.

· Test for Equality of Mean vector.

· Test for the Mean Vector when Covariance Matrix is unknown.

· Test for Covariance Matrix.

· Test for Equality of Covariance Matrices.

Course Outcomes

At the end of the course, the student will be able to:

1. Understand the concept of testing statistical hypotheses related to real life problems.

2. Apply the multivariate statistical tests.

3. Know the applications of multivariate estimations.

4. Know the applications of multivariate statistical tests.

5. Solve the problems using real life data.
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	SEMESTER: III

PART: CORE ELECTIVE-III
	22PSTAE35-1: APPLIED REGRESSION ANALYSIS
	CREDIT: 4

HOURS: 4/W


COURSE OBJECTIVES


To understand how regression models can be used to analyze data and test hypotheses. Explore the role of regression analysis in decision making.

Unit I:








          Hours: 11

Fitting a straight line, Precision of the estimated regression Coefficient of regression equation, lack of fit and pure error, simple Correlation, inverse regression. 

UNIT II








   Hours: 11

Fitting of straight line by matrix method (General Linear model), Analysis of variance, The general regression situation with and without distributional assumptions. General linear hypothesis testing in regression situation weighted least squares bias in regression estimates, restricted least squares. 

Unit III:







          Hours: 11

Estimation of parameters, Three variable model, partial regression Coefficient, OLS and ML estimation, Coefficient of multiple R2 and adjusted R2. Cobb-Douglas production function, polynomial regression models, partial correlation coefficients.

UNIT IV







          Hours: 11

Hypothesis testing about individual regression coefficients, testing the overall significance of the sample regression, testing the equality of two regression coefficients, restricted least squares, Chow test, prediction with multiple regression,  testing the functional form of regression.  
UNIT V








 Hours: 11

Dummy variable regression models: ANOVA and ANACOVA models, The dummy variable alternative to the Chow test, interaction effects using dummy variables, use of dummy variables in seasonal analysis, piecewise linear regression, panel data regression models.
COURSE OUTCOMES

At the end of the course, the student will be able to:

1. Fit linear regression.
2. Testing the regression coefficient.

3. Study the multiple regression analysis.

4. Familiarize prediction and tests in regression.

5. Study dummy variables.

Text Books
1. Draper N. R.,& Smith. H. (1981).Applied Regression Analysis, John Wiley & Sons.
2. Gujarati, D.N., & Sangeetha. (2008).Basic Econometrics (4thed.). Tata Mc Graw Hill publishing Company, New Delhi.
Supplementary Readings
1. Brook, R. J & Arnold. G. C. (1985).Applied Regression Analysis and Experimental Design. Marcel Dekker, Inc.
2. Huang, D. S. (1970).Regression and Econometric Methods. John Wiley and Sons.
3. Plackeff, R. L. (1960).Principles of Regression Analysis. Oxford at the Clavendon press.
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	SEMESTER: III

PART: CORE ELECTIVE-III
	22PSTAE35-2: ECONOMETRICS
	CREDIT: 4

HOURS: 4/W


COURSE OBJECTIVES

The emphasis of this course will be on understanding the tools of econometrics and applying them in practice.

UNIT I :








Hours: 11

Nature and scope of Econometrics - Illustrative examples Production and cost analysis - Theory and analysis of consumer demand specification - Estimation of demand function-Price and income elasticity of demand – Price elasticity’s of supply - Torquivists model of demand for inferior goods models building bias in construction of models.

Unit II:









 Hours: 11

Single equation linear model: static case – Ordinary least square model and generalized least squares model: Introduction - estimation and prediction – Problem of multicollinearity and heteroscedasticity - Causes, consequences and solutions of estimation.

Unit III:








 Hours: 11


Autocorrelation: Causes, consequences and testing for auto-correlated disturbances- Autoregressive series of order 1 (AR(1))- Lagged variables and distributed log method-  Errors in variable models and instrumental variables. Economical forecasting: long term and short term.

Unit IV:








 Hours: 11


Simultaneous equation model- Concept, structure and types –Identification problem with restrictions on variance and covariance – rank and order conditions of identifiability – Methods of estimation – Indirect least square method, two stage least squares method of estimation and estimation of limited information maximum likelihood (LIML).

Unit V:








 Hours: 11


K-Class estimators – Full information Estimators – Full Information Maximum Likelihood (FIML)- Three Stage Least Square Estimators (3-SLS) and its properties – comparison of various estimation methods.

COURSE OUTCOMES

1. Understand the various areas in econometrics and its model.

2. Learn linear model and problem of multi collinearity and heteroscedasticity.

3. Understand the concept of autocorrelation and economical forecasting.

4. Knowledge on estimation and LIML.

5. Understand the K-class estimators with its properties.

Text Books

Johnston, J., & DiNardo, J. (1997). Econometric Methods. Mc Graw-Hill.

Supplementary Readings
	1. Castle, J.& Shephard, N.(2009). The Methodology and Practice of Econometrics. Oxford University Press, London.

	2. Draper N. R., & Smith. H, (1981). Applied Regression Analysis. John Wiley & Sons.

	3. Goldberger,A.S.(1964). Econometrics theory. Wiley, NewYork.

	4. Gujarati, D.N.,  Dawn C Porter & Sangeetha Kunasekar. (2016). Basic Econometrics (5th ed.). McGraw Hill Publisher, New York.

	5. Kelejion, H.H., & Oates,W.E.(1988). Introduction to Econometrics. Principles and 

Applications. Harper and Row, NewYork.

	6. Maddala,G.S., & Kajal Lagari.(2009). Introduction to Econometrics. Wiley, New York.

	7. Madnani, G.M.K.(2008). Introduction to Econometrics: Principle sand Applications. Oxford and IBH, New Delhi.

	8. Wooldridge, J.(2012). Introduction Econometrics: A Modern Approach. Cengage 
     Learning, New Delhi.
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	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: III

PART: CORE ELECTIVE-III
	22PSTAE35-3: CATEGORICAL DATA ANALYSIS
	CREDIT: 4

HOURS : 4/W


COURSE OBJECTIVES

To enrich the skills of students for learning the different models in categorical data.
Unit I:








          Hours: 11

Models for binary response variables, Log linear models, Fitting log linear and logit models-Building and applying log linear models, Log-linear, Logit models for ordinal variables.

Unit II:







          Hours: 11


Multinomial response models - Models for matched pairs- Analyzing repeated categorical Response data – Asymptotic theory for parametric models - Estimation theory for parametric models.

Unit III: 






 
          Hours: 11

     
Introduction to contingency table: 2X2 and rXc tables-measures of association and non parametric methods. Tests for independence and homogeneity of proportions-Fisher’s exact test- Odds ratio and logit, other measures of association- Introduction to three way tables- Full independence and conditional independence – Collapsing and Simpson’s paradox.

Unit IV:







          Hours: 11


Generalized linear models- Logistic regression for binary- Multinomial and ordinal data-Log linear models- Poisson regression- Model in repeated measurements- Generalized estimating equations.

Unit V:







          Hours: 11


Polychromous logit models for ordinal and nominal response - Log-linear models (and graphical models) for multi-way tables-Causality, repeated measures, generalized least squares – mixed models, latent-class models, missing data.

COURSE OUTCOMES

	1. Understand the concept of models for the binary response variables and fit logistic. 

	2. Analyse repeated categorical response data and estimation theory for parametric models.

	3. Identify and summaries categorical data into 2 × 2 and r × c contingency tables.

	4. Know the use of generalized liner models and generalized estimating equations.

	5. Understand the polychromous logit models for ordinal and nominal response.


Text Books
	1. Agresti, Alan. (1996). An Introduction to Categorical Data Analysis, Wiley, New York.

	2. David, W. Hosmer Jr, Stanley Lameshow. (1999). Applied Survival Analysis. John Wiley and son, INC.


Supplementary Readings
	1. Radhakrishna Rao. (2021).Linear Statistical Inference and its Applications (2nd ed.). Wiley-Interscience. ISBN: 0471218758.

	2. Bergsma,W., Croon,M.A., & Hagenaars, J.A. (2009). Marginal Models: For Dependent, Clustered, and Longitudinal Categorical Data. Springer, New York.


OUTCOME MAPPING
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	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: III

PART: OPEN ELECTIVE-II
	22PSTAO36-1: OPERATIONS RESEARCH
	CREDIT: 3

HOURS : 3/W


NOTE: THE PROPORTION BETWEEN THEORY AND PROBLEMS SHALL BE 20:80 
COURSE OBJECTIVES
To enable the students to learn optimization techniques viz., graphical method, simplex programming, transportation and assignment problem, game problem and network model.

Unit I: LINEAR PROGRAMMING PROBLEMS



Hours: 8

Introduction to Operations Research - Meaning and scope-Characteristics-Models in operations research. Linear Programming Problems- graphical method- Simplex method.

Unit II: TRANSPORTATION PROBLEMS




Hours: 8

Transportation model-Basic feasible solution-formulation-solving transportation problems-North West Corner Rule -Least Cost Method -Vogel’s Approximation Method - Optimality Test-MODI method.

Unit III: INVENTORY MODELS





Hours: 8

Inventory Models- Types of Inventory- Inventory Costs- Deterministic Inventory Model- EOQ models with shortages and without shortages.

Unit IV: GAME THEORY






Hours: 8
Two Person Zero Sum Game, Maximin and Minimax Principle, Games without Saddle Point, Mixed Strategies, Graphical Solution of 2Xn and mX2 Games. Sequencing- n Job through 2 Machines and n jobs through 3 Machines.

Unit V: NETWORK ANALYSIS





Hours: 8

Network Analysis -Work Breakdown analysis -construction-numbering of events. Programme Evaluation and review Technique (PERT)- Critical Path Method (CPM).

Note: The emphasis is only on the application of the methods. The derivations of the formulae are not necessary.

COURSE OUTCOMES

At the end of the course, the student will be able to:

1. Understand the linear programming problems.

2. Analyse the transportation problems with different methods.

3. Learn inventory models.

4. Understand the concept of game theory.

5. Apply network analysis practically.

Text Books
1. Swarup, K., Gupta, P.K and Man Mohan. Operations Research. Sultan Chand & Sons, NewDelhi. 
2. Kapoor, V.K. Introduction to Operational Research. Sultan Chand & sons, New Delhi. 
3. Sharma, S.D. (2010). Operations Research. Kedar Nath Ram Nath, Meerut.
Supplementary Readings
	1. Gupta, P.K.,& Man Mohan. Problems in Operation Research. Sultan Chand and Sons, New Delhi.

	2. Hillier, F.S. & Lieberman, G.J.(2005). Introduction to Operations Research (9th ed.). Mc Graw Hill, New York.

	3. Prem Kumar Gupta & Hira, D.S. (2010). Problems in Operations Research. Sultan Chand and Company Limited, New Delhi.

	4. Rao, S.S. (1972).Optimization: Theory and Applications. Wiley Eastern (P) Ltd., New Delhi

	5. Sharma, J.K.(2013). Operations Research: Problems and Solutions (5th ed.). Macmillan India, New Delhi.

	6. Taha, H.A. (2011). Operations Research- An Introduction (9th ed.). Prentice Hall, New Delhi. 
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	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: III

PART: OPEN ELECTIVE-II
	22PSTAO36-2: APPLIED STATISTICS
	CREDIT: 3

HOURS : 3/W


NOTE: THE PROPORTION BETWEEN THEORY AND PROBLEMS SHALL BE 20:80
COURSE OBJECTIVES

To enable the students of other discipline to understand the basic concepts and applications of statistics.

Unit I:
RANDOM VARIABLES





Hours:8
Sample Space – Events - Axiomatic approach to probability - Conditional probability-Independent events - Baye’s formula - Random variable - Distribution functions of random variable - Expectation, Variance and Coefficient of variation.

Unit II: CORRELATION, REGRESSION AND CURVE FITTING
Hours: 8

Correlation Coefficient - Scatter Diagram - Rank correlation Coefficient - Linear Regression - Method of Least Squares-Curve fitting - Linear, Quadratic and Exponential Curve.

Unit III: SAMPLING THEORY AND TEST OF SIGNIFICANCE

Hours: 8

 
Basic concepts of sampling - Types of sampling - Simple random sampling and stratified random sampling - Parameter and Statistics - Sampling distribution and standard error. Tests of significance - types of hypotheses - two types of errors - critical region - level of significance - Power of the test-Large sample tests for mean and proportion-Exact tests based on t, F and Chi-square distributions.

Unit IV: NON-PARAMETRIC TESTS




Hours: 8

Non- parametric tests- Advantages and drawbacks of non-parametric method -Wald-Wolfowitz Run Test, Test for Randomness, Sign Test, Median Test-Mann - Whitney-Wilcoxon U Test.
Unit V: TIME SERIES ANALYSIS





Hours: 8
Time series analysis - Components of time Series-Methods of measuring Trend: Graphic Method, Method of Semi Average, Method of Curve fitting (linear only), Method of Moving Average - Measures of Seasonal Variation.
Note: The emphasis is only on the application of the methods. The derivations of the formulae are not necessary.
COURSE OUTCOMES

At the end of the course, the student will be able to: 

1. Learn the basics of probability and random variable.
2. Calculate various statistical measures and to draw suitable graphs.

3. Understand the uses of tests of significance.

4. Apply Statistical tests for their data analysis.

5. Solve the problems of time series data.
Text Books
1. Gupta, S.P. (2014).Statistical Methods. Sultan Chand & Sons, Pvt. Ltd, New Delhi.
2. Gupta, S.C & Kapoor, V.K. (2014). Fundamentals of Mathematical Statistics (11th ed.) Sultan Chand & Sons, Pvt. Ltd, New Delhi.
3. Rajagopalan. V. (2006). Selected Statistical Tests. New Age International (P) Ltd Publishers, New Delhi.
Supplementary Readings
1. Agarwal, B.L. (2013). Basic Statistics. New Age International Private Limited, New Delhi.
OUTCOME MAPPING
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	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: III

PART: OPEN ELECTIVE-II
	22PSTAO36-3: INDIAN OFFICIAL AND APPLIED STATISTICS
	CREDIT: 3

HOURS : 3/W


NOTE: THE PROPORTION BETWEEN THEORY AND PROBLEMS SHALL BE 20:80 

COURSE OBJECTIVES

To apply statistics in multi-disciplinary sciences for making decisions and to have knowledge on the applications of time series and index numbers in real life data.
Unit I: OFFICIAL STATISTICS





Hours: 8

Present official statistical system in India –Ministry of Statistics - NSO and their functions - Registration of vital events – National Income Statistics – Agricultural Statistics –  Industrial Statistics in India – Trade Statistics in India – Labour Statistics in India –  Financial Statistics in India.

Unit II: VITAL STATISTICS





     
Hours: 8

Introduction - Uses of vital statistics; Methods of obtain vital statistics; Measurement of Population; Measurement of mortality; Crude death rate; Standardized death rate; Mortality Table; Abridged life table; Fertility; Measurement of population growth.

Unit III: INDEX NUMBERS






Hours: 8

Index numbers and their definitions - construction and uses of fixed and chain based index numbers-simple and weighted index numbers - Laspeyre’s, Paasche’s, Fisher’s, and Marshall- Edgeworth index numbers – optimum tests for Index Numbers-Cost of living index numbers.

Unit IV: TIME SERIES







Hours: 8

Time Series – Definition and its Components - Seasonal variation- measuring seasonal variation: method of simple averages, ratio-to- trend method, ratio-to-moving average method and link relative method- Cyclical and random fluctuations- variant difference method.

Unit V: TIME SERIES







Hours: 8

Time series – Additive and Multiplicative Models-Resolving components of a time series-measuring trend: Graphic, semi-averages, moving average and principle of least squares methods.

COURSE OUTCOMES

At the end of the course, the student will be able to:

	1. Understand the present official statistical system.

	2. Study the various concepts of vital statistics.

	3. Study the various types of index numbers.

	4. Study the various components of time series models.

	5. Apply the tools of time series concepts for given data.


Text Books
	1. Goon, A.M., Gupta, M. K., & Das Gupta, B. (1991).Fundamentals of Statistics Vol.II. World Press, Kolkata.

	2. Gupta, S.C. & Kapoor, V. K. (2009). Fundamentals of Applied Statistics. Sultan Chand & Sons, New Delhi.

	3. Mukhopadhyay P. (1999). Applied Statistics. Books and Allied (P) Ltd.


Supplementary Readings
	

	1. Gupta, S.P. (2009). Statistical methods. Sultan Chand & Sons, New Delhi.

	2. Lotharachs, (1984). Applied Statistics (2nd ed.). Springer - Verlag, New York.

	4. Warner. (2007). Applied Statistics. Sage Publication, NewYork.
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	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: IV

PART: CORE COURSE-X
	22PSTAC41: DESIGN AND ANALYSIS OF EXPERIMENTS
	CREDIT : 4

HOURS : 4/W


COURSE OBJECTIVES

To enrich the basic principles of design of experiments, general designs, multiple comparison tests, factorial and incomplete block designs and their applications.
Unit I: ANALYSIS OF VARIANCE AND BASIC IDEAS OF EXPERIMENTAL DESIGNS
          

Hours: 15
Introduction – Analysis of Variance - One Way Classification – Mathematical Analysis of the Model – Two Way Classification – Mathematical Analysis of the Model–Variance of the Estimates and Expectation of Various Sum of Squares (No Derivations) - Design of Experiments – Introduction- Basic Principles of Experimental Designs – Size and Shape of Plots and Blocks.

[Contents as in Chapters1 and 2 of text book]

Unit II: COMPLETE BLOCK DESIGNS



          Hours: 15
Complete Block Designs – Introduction – Completely Randomized Design (CRD) – Statistical Analysis, Advantages and Disadvantages of CRD – Randomized Block Design (RBD) – Analysis, Advantages and Disadvantages of RBD – Efficiency of RBD over CRD – Latin Square Design (LSD) – Random Selection of a Latin Square – Model, Analysis, Advantages and Disadvantages of LSD – Efficiency of LSD over RBD – Missing Plot Techniques – One missing observations in RBD and LSD.

[Contents as in Chapter 3 of text book]
Unit III: FACTORIAL EXPERIMENTS



          Hours: 15
Introduction – Basic Ideas in 2n Factorial Experiments – Case of 2-factors – Case of 3-Factors – Main Effects and Interactions Effects – Contrasts belonging to Main Effects and Interactions Effects – Analysis of 22 and 23 Factorial Experiments – Yates Method of Computing factorial effect totals.

[Contents as in Chapter 4 of text book]
Unit IV: CONFOUNDING IN FACTORIAL EXPERIMENTS

  Hours: 15

Complete and Partial Confounding – Confounding in 23 Factorial Experiment – Advantages and Disadvantages of Confounding. Effects and Applications of 32 Factorial Experiment.

[Contents as in Chapter 5 of text book]

Unit V: SPLIT PLOT DESIGN AND INCOMPLETE BLOCK DESIGNS      Hours: 15
Introduction – Split Plot Design in RBD – Analysis, Advantages and Disadvantages – Strip Plot Design – Analysis, Advantages and Disadvantages – Balanced Incomplete Block Design (BIBD) – Analysis of BIBD. Incidence Matrix – Symmetric BIBD.

[Contents as in Chapters7 and 8 of text book]
COURSE OUTCOMES

At the end of the course, the student will be able to:
	1. Understand the various basic concepts of experimental designs.

	2. Analyze the basic designs and their interpretation.

	3. Apply the various comparison tests and missing observations for experimental data.

	4. Apply the factorial designs in field experiments.

	5. Understand the concepts of incomplete block designs.


Text Books
1.  Parimal Mukhopadhyay (2015). Applied Statistics (2nd ed.). Books and Allied Pvt. Ltd. Kolkata.
Supplementary Readings
1. Das, M.N.,& Giri, N. (1979). Design and Analysis of Experiments. Wiley Eastern.
2. Federer, W.T.(1963). Experimental design; Theory and Application. Oxford & IBH publishing Co.
3. Gupta S.C & Kapoor, V.K. (2007). Applied Statistics (4th ed.). Sultan Chand and Sons, New Delhi.
4. John, P.W.M. (1971). Statistical Design and Analysis of Experiments, Macmillan.
5. Montgomery, D.C. (2005). Design and Analysis of Experiments. (5th ed.). John Wiley and Sons, New York.
6. Robert O.Kuchi. (2000). Design of Experiments, Statistical Principles of Research Design and Analysis (2nd ed.). Brooks /wole Publishers.
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	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: IV

PART: CORE COURSE-XI
	22PSTAC42: STOCHASTIC PROCESSES
	CREDIT: 4

HOURS : 4/W


COURSE OBJECTIVES

To acquire the standard concepts and methods of Stochastic modelling and its applications.
Unit I: MARKOV CHAINS





          Hours: 15
Introduction to Stochastic Processes, Classification of Stochastic Processes. Markov Chains, Transition Probability Matrix, Higher Order Transition Probabilities. Chapman-Kolmogorov Equations, Classification of States and Chains, Determination of Higher Transition Probability and its limit, Stability of a Markov System.

[Contents as in Chapter 2 of text book]

Unit II: POISSON PROCESSES




          Hours: 15
Poisson Process: Postulates, Properties, Poisson Process and Related Distributions, Yule-Furry Process, Birth Immigration Process, Birth and Death Process.

[Contents as in Chapter 3 of text book]

Unit III: STATIONARY PROCESSES AND TIME SERIES

 Hours: 15
Second Order Processes, Stationary, Gaussian Processes, Application to Time Series, Purely Random Process, First order Markov Process, Moving Average Process, Autoregressive Process, Autoregressive Moving Average Process.

[Contents as in Chapter 8 of text book]

Unit IV: BRANCHING PROCESSES




     Hours: 15
Branching Process introduction, Properties of generating functions - Moments - Probability of ultimate extinction - Asymptotic distribution of  Xn - Examples - Results.

[Contents as in Chapter 9 of text book]

Unit V: APPLICATIONS IN STOCHASTIC MODELS


     Hours: 15

Queuing Processes, Notation, Steady State Distribution, Little’s Formula- Markovian Models- Birth and Death Processes, M/M/s Model; Non markovian queuing models- M/G/1 Model, Pollaczek-Khinchine Formula, Busy Period.

[Contents as in chapter 10 of text book]
COURSE OUTCOMES

At the end of the course, the student will be able to:

1. Understand the basic concepts and classifications of stochastic processes.
2. Study the theorems of stationary probability distributions.
3. Analyze the birth and death processes and their applications.
4. Study the branching processes and their related concepts.
5. Apply and analyses the various queuing systems in real life situations.
Text Books
1. Medhi, J. (2015). Stochastic Processes.(4th ed.).New Age International Publishers.

Supplementary Readings
1. Bharucha Reid, A.T. (1960). Markov Chain with Applications. John Wiley, New York.
2. Chung, K.L. (1967). Markov Chains with Stationary Transition Probabilities (2nd ed.). Springer Verlages, New York.
3. Grass & Harris.(1985). Fundamentals of  Queuing Theory. John Wiley & sons, New York.
4. Karlin, S& TaylorH.M. (1975).A First Course in Stochastic Processes (2nd ed.). Academic press.
5. Karlin,  S & Taylor. H.M. (1979).A Second Course in Stochastic Processes. Academic press.
6. Prabhu, N.U. (1965).Stochastic Processes. McMillan.
7. Resnik. (1992).Adventures in Stochastic Processes. Brikauser, Boston.
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	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: IV

PART: CORE PRACTICAL-IV
	22PSTAP43: STATISTICS PRACTICAL-IV

(CALCULATOR BASED)
	CREDIT: 3

HOURS : 6/W


COURSE OBJECTIVES

1. To enable students to solve problems related to design of experiment. 
2. To solve the real-life problems related to stochastic processes.
PRACTICAL SCHEDULE

Design of Experiments

· Completely Randomized Design.

· Randomized Block Design.

· Latin Square Design.

· Missing Plot Analysis in CRD, RBD and LSD.

· 22- Factorial Experiment.

· 23- Factorial Experiment.

· 2
[image: image1.wmf]3

- Factorial experiment with complete confounding.

· 2
[image: image2.wmf]3

- Factorial experiment with partial confounding.

Stochastic Processes

· Estimation –TPM.

· Stationary Probability.

· M/M/s Queuing models.

COURSE OUTCOMES

At the end of the course, the student will be able to:

1. Carryout the analyses for various basic experimental designs and interpretation.

2. Apply the factorial experimental designs.

3. Solve the problems related to transition probability, classification of states and time series modeling.

OUTCOME MAPPING
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	CORRELATION LEVEL:  1-LOW,  2-MEDIUM,   3-HIGH


	SEMESTER: IV

PART: CORE PRACTICAL-V
	22PSTAP44 - STATISTICS PRACTICAL-V

(USING R PROGRAMMING)
	CREDIT: 3

HOURS : 6/W


COURSE OBJECTIVES 

To enable the students to develop computational and technical skills for real life applications emphasizing the importance of R programming.

PRACTICAL SCHEDULE

· Using R command operations on vectors, logical vector, index vector and matrices.

· Operation on Matrices.

· Transpose, inverse and trace of matrix.

· Construction of table with one or more variables.

· Diagrams and graphs of statistical data.

· Computation of descriptive measures such as measures of central tendency, measures of 

    dispersion, skewness and kurtosis.

· Computation of correlation and regression coefficient.

· Fitting of linear model.

COURSE OUTCOMES

At the end of the course, the student will be able to:

1. Understand the R programme.
2. Perform operations on matrices through R programme.

3. Draw diagrams and graphs using R programme.

4. Perform Statistical analysis in R programme.

5. Fit linear models using R programme.

Text Books
1. Purohit, S.G., Gore, S.D., & Deshmukh, S.R. (2009). Statistics using R. Narosa Publishing House, New Delhi.
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	SEMESTER: IV

PART: CORE ELECTIVE-IV
	22PSTAE45-1: TIME SERIES ANALYSIS
	CREDIT: 4

HOURS : 4/W


COURSE OBJECTIVES

Study about basic components of time series analysis and provide time series models to applicable emerging fields.

Unit I: EXPLORATORY TIME SERIES ANALYSIS


   Hours: 11

Forecasting trend and seasonality based on smoothing. Methods of exponential and moving average smoothing; Types and implications of interventions; Outliers, additive and innovational outliers, procedure for detecting outliers.

Unit II: STATIONARY STOCHASTIC MODELS


          Hours: 11

Weak and strong stationary, deseasonalising and detrending an observed time series, Auto-covariance, Auto Correlation Function (ACF), Partial Auto Correlation Function (PACF) and their properties, conditions for stationarity and invertibility.

Unit III: MODELS FOR TIME SERIES



          Hours: 11

Time series data, Trend, seasonality, cycles and residuals, Stationary, White noise processes, Autoregressive (AR), Moving Average (MA), Autoregressive and Moving Average (ARMA) and Autoregressive Integrated Moving Average (ARIMA) processes, Choice of AR and MA periods.

Unit IV: BOX-JENKINS MODELS




        Hours: 11

Identification techniques - Initial estimates for different processes –AR, MA, ARMA - choice between stationary and non-stationary models – model diagnostic - model multiplicity Study of residuals and diagnostic checking.

Unit V: SPECTRAL ANALYSIS AND DECOMPOSITION

           Hours: 11
Spectral analysis of weakly stationary process, Periodogram and Correlogram analysis, Spectral decomposition of weakly AR process and representation as a one-side MA process- necessary and sufficient conditions, implication in prediction problems.

COURSE OUTCOMES

	1. Understand the concepts and methods of univariate time series and forecasting trend and seasonality based on smoothing.

	2. Apply time series analysis relevant for analyzing real time data.

	3. Understand the MA, AR, ARMA, ARIMA models.

	4. Use the box-jenkins approach to model and forecast time series data empirically

	5. Familiarize in Spectral analysis and decomposition.


Text Books
	1. Montgomery, D. C., & Johnson, L. A. (1977). Forecasting and Time Series analysis. McGraw Hill.

	2. Anderson, T. W. (2011).The Statistical Analysis of Time Series. John Wiley & Sons.


Supplementary Readings
	1. Chatfield, C. (1996). The Analysis of Time Series: Theory and Practice (5th ed.). Chapman       and Hall.

	2. Diggle, P.J. (1990).Time Series: A Bio-statistical Introduction. Oxford University press.

	3. Gupta, S.C. & Kapoor, V.K. (2007). Fundamentals of Applied Statistics (4thed.).Sultan Chand & Sons, New Delhi.

	4. Hamilton, J. (1994).Time Series Analysis. Princeton University Press.

	5. Hannan, E.J.(1960). Time Series Analysis. Methuen, London.

	6. Harvey, A.C. (1993).Time Series Models. MIT Press.

	7. Kendall, Sir Maurice & Ord, J. K. (1990). Time Series. Edward Arnold.

	8. Tsay, R. (2002).Analysis of Financial Time Series. Wiley Series.
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	SEMESTER: IV

PART: CORE ELECTIVE-IV
	22PSTAE45-2: BIO STATISTICS AND SURVIVAL ANALYSIS
	CREDIT: 4

HOURS : 4/W


COURSE OBJECTIVES

To enable students to learn about types of Clinical Trials,Test for Multiple regression, Survival Analysis and life time distributions to study Kaplan-Meier and Cox Models.
Unit I:








          Hours: 11
Introduction to Bio Statistics-Clinical Trials-Goals of Clinical Trials-Phases of Clinical Trials- Classification of Clinical Trials- Randomization: Fixed Allocation, Simple, Blocked, Stratified, baseline adaptive and response adaptive – Blinding: single, double and triple- Designs for clinical trials: parallel groups design, Cluster randomization designs, crossover designs. 

Unit II: 







          Hours: 11

Multiple Regression–Assumptions–uses– Estimation and interpretation of coefficients– Testing the regression coefficients–Coefficient of determination–Testing model adequacy. Logistic regression: Introduction–Logistic regression model–relative risk–logit–odds ratio– properties of odds ratio–relationship between odds ratio and relative risk –Maximum Likelihood estimates and interpretation–Test for coefficients- Test of overall regression and goodness of fit using Maximum Likelihood technique–Inference for Logistic regression– Deviance statistics, Wald test, LR test and score test.

Unit III:







          Hours: 11


Introduction to survival analysis- terminology and functions of survival analysis- goals- Basic data layout- Censoring – Different types of censoring- Parametric survival models based on basic life time distributions- Exponential, Weibull, Gamma and Log-logistic.
Unit IV:







          Hours: 11

Kaplan-Meier's method-general features-the log rank test for two groups, several groups- alternatives to the log rank test-CoxPH model and its features-ML estimation of the CoxPH model-Hazard Ratio-adjusted survival curves-Cox likelihood.

Unit V:







          Hours: 11


Evaluating the proportional Hazards assumptions-overview-graphical approach-log-log plots- Observed vs. expected plots- time dependent covariates- Stratified Cox procedure- Hazard function- Extension of the Cox PH model- Hazard ratio formula- Extended Cox likelihood.
COURSE OUTCOMES

At the end of the course, the students will be able to

1. Understand clinical trial. 
2. Solving problems in Regression models. 
3. Understand the concept of Lifetime distribution. 
4. Understand the Survival analysis. 
5. Find the Hazard rate and functions.
Text Books
1. Chow, S.C., & Liu,J.P.(2004). Design and Analysis of Clinical Trials: Concepts and Methodologies (2nd ed.).Wiley Interscience, John Wiley & Sons, NJ.
2. Gupta, S.P. (2011). Statistical Methods. Sultan Chand & Sons, Pvt. Ltd, New Delhi.
3. Das, M.N., & Giri, N.C.(2011). Design and Analysis of Experiments (2nd ed.). New Age International Private Ltd., New Delhi.
4. Lee, E.T., & Wang, J.W.(2013). Statistical Methods for Survival Data Analysis (4th ed.).Wiley, NY.
Supplementary Readings
1. Kleinbaum, D.G., & Klein, M.(2012). Survival Analysis: A Self-LearningText (3rd ed.). Springer Verlag, NY. JohnWiley & Sons, NY.

2. Klein, J.P, & Moeschberger, M.L.(2003). Survival analysis: Techniques for Censored and Truncated data(2nd ed.).Springer– Verlag, NY.

3. Daniel,W.W.(2013). Bio Statistics: Basic Concepts and Methodology for the Health Sciences (10th ed.). 
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	SEMESTER: IV

PART: CORE ELECTIVE-IV
	22PSTAE45-3: ACTUARIAL STATISTICS
	CREDIT: 4

HOURS : 4/W


COURSE OBJECTIVES


To have knowledge on life table, premium, profits and pension benefits.

Unit I: 







        
  Hours: 11

Life tables and its relation with survival function- life table function at non integer age (fractional ages) – analytical laws of mortality - Gompertz and Makeham’s law of mortality- select ultimate and aggregate mortality tables.

Unit II: 







      
  Hours: 11

Abridged life tables - construction of abridged life tables - methods by Read and Merrell, Greville’s, Kings and JIA method. Utility theory - Insurance and utility theory.

Unit III: 







        Hours: 11

Models for individual claims and their sums - multiple life function - joint life status and last survival status.

Unit IV: 







        Hours: 11

Nature of reserve-prospective and retrospective reserves-fractional premiums and fractional durations- modified reserves- Continuous reserves - Surrender values and paid up policies - Industrial assurance - Children's deferred assurances-Joint life and last survivorship.

Unit V:







       
 Hours: 11

Capital sums on retirement and death- widow's pensions – Sickness benefits –Benefits dependent on marriage.

COURSE OUTCOMES

1. Understand the concept of mortality and construction of life table.

2. Know the insurance policies and to compute the problems related to it.

3. Learn the models of individual claims.

4. Understand the nature of reverse and industrial assurance.

5. Learn the concepts related to pension funds.

Text Books
	1. Barcley G.W. (1970).Techniques of Population Analysis, Wiley, New York.

	2. Borowiak, D.S. and Shapiro, A.F.(2013). Financial and Actuarial Statistics: An Introduction.CRC Press, London.


Supplementary Readings
	1. Alistair Neill. (1977). Life contingencies. Heinemann Professional Publishing, Portsmouth.

	2. Donald, D.W.A.(1970). Compound Interest and Annuities-certain. For The Institute of Actuaries and the Faculty of Actuaries at the University Press.

	3. Hooker, P.F.,  Longley, L.H& Cook(1957). Life and other contingencies. Cambridge.

	4. Hossack, I.B., Pollard, J.H. & Zehnwirth, B.(1999). Introductory Statistics with Applications in general insurance. Cambridge University Press, Cambridge.

	5. Spurgeon, E.T.(2011). Life Contingencies.Cambridge University Press, Cambridge.
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	SEMESTER: IV

PART: CORE PROJECT
	22PSTAD46 - PROJECT
	CREDIT: 6

HOURS : 6/W


COURSE OBJECTIVES

To enable students to utilize the theoretical knowledge gained in the core papers and to develop computational and technical skills for real life applications by collecting primary / secondary data and performing analyses and submitting their findings in the form of dissertation / project.
All the admitted candidates shall have to carryout a project work during the fourth semester under the supervision of the faculty of the Department of Statistics in the College.  The core project shall be individual. Candidates shall have to submit three copies of the report of the project work at the end of the fourth semester at least two weeks before the last working day and shall have to appear for a Viva-Voce examination. The reports hall be evaluated and Viva-Voce examination shall be conducted jointly by an External Examiner and the Project Guide. The maximum marks for the project report and Viva–Voce examination shall be fixed as 100, which is split with the following components:

Seminar Marks by the Project Guide    


:         25 marks

Evaluation of Project Report jointly by the     

:         50 marks

External Examiner and the Guide

Viva-Voce Examination by the external examiner    
:         25 marks
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